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Abstract 

A model for simulating the transient behavior of solid electrodes 

undergoing deposition or dissolution has been developed. The model 

accounts for ohmic drop, charge transfer overpotential, and mass trans-

port limitations. The finite difference method, coupled with successive 

overrelaxation, was used as the basis of the solution technique. An 

algorithm was devised to overcome the computational instabilities 

associated with the calculations of the secondary and tertiary current 

distributions. Simulations were performed on several model electrode 

profiles: the sinusoid, the rounded corner, and the notch. 

Quantitative copper deposition data were obtained in a contoured 

rotating cylinder system, Sinusoidal cross-sections, machined on stain-

less steel cylinders, were used as model geometries, Kinetic parameters 

for use in the simulation were determined from polarization curves 

obtained on copper rotating cylinders, These parameters, along with 

other physical property and geometric data, were incorporated in simula-

tions of growing sinusoidal profiles. The copper distributions on the 
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sinusoidal cross~sections were measured and found to compare favorably 

with the simulated results. 

At low Wagner numbers the formation of a slight depression at the 

profile peak was predicted by the simulation and observed on the profile. 

At higher Wagner numbers, the simulated and experimental results showed 

that the formation of a depression was suppressed. This phenomenon was 

shown to result from the competition between ohmic drop and electrode 

curvature. 
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NOMENCLATURE 

I current (A) 

i 

1 
0 

L 

M 

n 

Q 

current density (A/cm
2

) 

exchange current density (A/cm2 ) 

characteristic dimension (em) 

atomic weight (g/mol) 

number of electrons participating in an electrode reaction 

charge (C) 

normalizing factor for charge (C) 

dimensionless charge 



R gas constant, 8.32 J/mol•K 

Re Reynolds number 

r. inner cylinder radius (em) 
]. 

r outer cylinder radius (em) 
0 

s unit strip width (em) 

S surface 

Sc Schmidt number 

t time (s) 

T temperature (K) 

ix 

u displacement of average surface plane (em) 

v velocity (em/ s) 

v electrode potential (V) 

w Wagner number 

X,Y Cartesian coordinates 

z equivalents/mol 
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Subscripts 

a anodic 

ap applied 

b bulk 

c cathode 

en concentration 

J index of point on the surface 

l limiting 

n normal 

p peak 

r reference 

rc recess 

s surface 

x abscissa component 

y ordinate component 

Superscripts 

r iteration number ln potential loop 

s time step number 
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"How many men 1.n all walks of life have gone through the world 

eking out a poor stence simply because there was no one to point 

out the way to success? How many unfortunates have dropped by the wayside, 

simply because they failed to start in life with a purpose? The object 

of this chapter is to encourage the youth who is seeking to place himself 

in life where he can be of use to the world and obtain knowledge by 

which he can always make a good living." 

from the chapter Deposition of Copper 

from a Sulphate of Copper Solution 

in "The Practical Electroplater11 

by Martin Brunor, 1894 
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1. INTRODUCTION 

Heterogeneous reac at solid electrode surfaces 

often result in a change in the contour of an electrode. In electro-

chemical processes such as elec al and 

the transformation of the surface geometry is the goal of the operation, 

while in other processes the shape change is undesirable and causes 

a deteri the performance of the system On a small scale 

s or surface imperfec can be altered electrochemica11y, 

A surface can be e lished by subjecting it to an anodic current 

so that protruding areas are preferentially, dissolved. Microroughness 

can be reduced through cathodic level A leveling agent, added 

to an electrolyte bath, causes more current to flow to microrecesses. 

When relatively more metal is deposited in the recess than on a protruding 

area, surface roughness is reduced. 

The trans on of the electrode contour during battery cycling 

and the uneven oxidation of the anode in aluminum production are 

es of undesirable electrode transfigurations. If redistribution 

of active al in a secondary battery causes the substrate to 

become on discharging, then a loss of ty results. In 

addition~ a local increase in current densi on may lead 

to an alteration of the deposit morphology which, as in the case of 

zinc, may be an undesirable dendritic form. For aluminum produc 

some research effort is toward developing an 

anode. The purpose of s effort is to control of the 

as the process , and thus reduce ohmic losses. 



2 

In chlorine production the shape change of the anodes has been reduced 

through the use of the recently developed dimensionally stable anodes. 

Although the shape change se in a wide range of 

electrochemical applications, only a few attempts at model the 

electrochemical moving boundary problems have been undertaken. Calcu-

lating the current distribution ~s generally the crucial step in solving 

the moving boundary problem. With simplified boundary conditions 

current density distributions can be obtained without the aid of a 

computer; hence, the current distribution problem has been studied 

in greater detail. 

1 In a series of papers presented in the early 1940's, Kasper 

systematically applied analytical techniques to well-defined cell 

shapes (concentric cylinders, line-plane geometries, etc.) to calculate 

the current distribution. He extended techniques that had previously 

been used to solve field problems in mathematical physics to include 

the effects of linear polarization for selected electrochemical systems. 

2 Wagner studied two important geometries where infinite current densities 

ar~se. He calculated current distributions on triangular waves and 

on plane parallel electrodes embedded ~n insulating walls. Using 

conformal mapping, he was able to include 1 polarization on the 

plane electrodes, but only the primary current distribution and an 

approximate high current density distribution were derived for the 

triangular wave. 

As high speed digital computers became more widely available in 

the 1960's, more complicated problems that were intractable by analytical 

methods proved amenable to numerical techniques. Klingert et a1. 3 
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outlined a procedure for calculating the primary and secondary current 

distribution by the finite difference method. They investigated the 

behavior of the current distribution on a corner electrode as geometric 

and polarization parameters were varied. 4 Fleck et al. presented a 

general computer program for solving current distribution problems by 

the finite difference method. They studied the computational parameters 

and considered the relative merits of features such as increasing the 

size of the computational molecules, changing the order of computations, 

and varying the overrelaxation parameter. A catalog of current distribu-

tion problems previously solved by analytical methods is also contained 

1n this report. 

Problems where the mass transport effects are important (tertiary 

current distribution problems) also proyed amenable to numerical tech-

niques. By transforming the disk system to rotational ellipt coordinates, 

5 Newman calculated the tertiary current distribution on a rotating disk. 

Parrish and Newman6 computed the tertiary current distribution for plane 

parallel electrodes embedded insulated walls. They presented results 

for a wide range of polarization parameters, concentrations, and electrode 

7 Using a collocation technique, Caban and Chapman solved 

. the same problem. They showed that good approximations to the solutions 

of Parrish and Newman could be obtained with relatively fewer boundary 

points. A substantial saving in computer time was realized since 

fewer intervals and fewer iterations were required. 

Only a few simulations of the changing current distribution and 

concomitant electrode change for the transient problem have 

been conducted. The first such problem was considered by Wagner in 
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the early 1950's. Recogni that changes in the electrode microprofile 

are of critical importance in the electropolishing process, he estimtaed 

the change in amplitude of a sinusoidal surface undergoing diffusion~ 

controlled anodic dissolution. The expression that Wagner derived is 

limited to low amplitude-to-wavelength ratio profiles. The mathematical 

equivalence of the diffusion-controlled problem to the ohmically limited 

problem (primary current distribution) was also demonstrated. 

Since the workpiece geometry in electrochemical machining must 

generally be determined by a trial and error procedure, a simulation 

of this process would be desirable. Nilson and Tsuei9 used an inverse 

Cauchy method to determine steady state workpiece geometries. By 

treating the spatial coordinates as the dependent variables, they 

were able to transform their problem into a rectangular domain, in 

which a solution by the finite difference method was easiy obtained. 

10 They showed that the same inverted problem could be solved by using 

a series solution. The ohmic losses and variable conductivity were 

considered in their model. Riggs et a1. 11 used the finite difference 

approach to model a high current density electrochemical machining 

process. By accounting for variables such as overpotential, gas production, 

temperature effects, and current efficiency, they successfully simulated 

the profiles obtained from hole sinking experiments on copper and type 

302 stainless steel. 

A model for the zinc electrode undergoing secondary battery cycling 

was 1 b h . 1 12 h . d 1 h deve oped y C 01 et a • T ey 1ncorporate re evant p enomena 

such as overpotential, precipitation, membrane transport, and convective 

flow of the electrolyte in a one-dimensional model. 
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Using the recently developed finite element method, Alkire et al. 

predicted the electrode shape change of a flat cathode embedded in 

one wall of a rectangular celL They computed profi over a range 

of cell dimensions and polarization parameters. 

Since the early 1960's few analytical solutions to current distribu­

tion problems have appeared in the literature. Clearly, the scope 

of analytical techniques is limited to those regular geometries (or 

those that can be transformed to well-defined domains) with simple 

boundary conditions. The most flexible method is conformal mapping. 

Although a number of well-known transformations are available for 

converting a to a standard domain (half-plane, exterior of 

a circle, etc.), the number of geometries that can be transformed 

with analytic functions is relatively small. Considerable experience 

with the method is a necessity, and a heuristic approach is often 

required. Numerical methods can be used to transform the coordinates; 

however, if extensive programming is required, one of the other more 

versatile numerical techniques will ly be more efficient. 

The two general numerical methods for obtaining accurate solutions 

are the finite difference and the te element methods. Since rela-

tively few electrochemical problems have been studied using either 

method, conclusions regarding the superiority of one of the methods 

for a given application are difficult to draw. The finite element 

method is based on a variational formulation. 14 The problem reduces 

to finding the unknown functions which a system of 

From the calculus of variations, it can be shown that these functions 

also satisfy the differential equations and their boundary conditions. 

s. 
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The domain of interest can be subdivided into discrete polygons. 

Some gain in computational efficiency and the ability to follow an 

irregular geometry appear to be the main advantages of this system. 

In the finite difference method the differential equations are 

approximated by their difference formulations. The domain is generally 

divided into rectilinear elements; some approximation of the field 

variable must then be made at a curved boundary. While a large number 

of iterations may be required to solve a current distribution problem, 

the computer time per iteration is generally small. The finite difference 

method is generally easier to implement, and square elements, which are 

frequently employed, are ideally suited for computer manipulation. 

Only a few direct comparisons of the two methods have been 

performed. There is little interest in solving problems numerically 

that have been solved analytically; conversely, those problems that 

do not have analytical solutions cannot be used to compare the accuracy 

of the two numerical methods. In one study Hohl and Hamilton15 used 

both methods to calculate one-dimensional, transient, diffusion profiles 

for which analytical solutions are available. Their results showed 

that the average error was lowest for the finite difference method; 

moreover, they found the computational efficiency of the finite difference 

method to be superior. The finite element method, however, showed less 

sensitivity to successive grid refinement. 

One goal of this investigation was to develop general techniques 

to solve electrochemical moving boundary problems. Because of its 

flexibility, ease of implementation, and accuracy, the finite difference 

method was chosen as the s of the solution technique. A general 
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adaptable to three~dimensional systems, these studies are limited 

to two~dimensional and axisymmetric systems. 

Because of the paucity of quantitative shape change data in the 

literature, I initiated a series of studies on contoured rotating 

cylinder electrodes with sinusoidal cross-sections. After depositing 

copper from an acid-copper electrolyte, final profile coordinates 

were obtained for comparison with simulated results. 
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2. MODEL 

Description 

In a general electrochemical system the potential distribution 

and concentration distributions of all reacting species must be known 

before the current distribution can be determined. Calculation of 

the concentration distributions depends in turn on the local hydrodynamic 

conditions. The local reaction rate of each species also depends 

on the polarization due to kinetic and mass transport limitations. 

If gas is evolved at an electrode, the bubbles tend to increase the 

local mass transport rate, but since they are less conductive than 

the electrolyte, the bubbles tend to increase the cell resistance, 

A general two-dimensional model which takes into account hydrodynamic 

variations, polarization, ohmic drop, mass transport limitations, 

simultaneous electrode reactions, and gas evolution would be extremely 

complicated and does not exist. 

The model that I have developed accounts for electrode polarization, 

ohmic drop, and mass transport limitations for a large class of two~ 

dimensional and axisymmetric cells. The mass transport limitations 

are treated through an approximate concentration overpotential expression, 

which is valid in an excess of supporting electrolyte where conductivity 

variations in the diffusion layer and the diffusion potential can 

be neglected. The hydrodynamics must be sufficiently well defined so 

that an effective mass transport boundary layer thickness can be estimated 

everywhere on the profile. An arbitrary kinetic expression can be 

used in the calculation of charge transfer overpotential. 
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The that I have taken is to treat the bulk 

and the ly. the 

, the local current density the diffus 

from the bulk must the current ty the 

electrode. The current density in the bulk can be from 

Ohm v s law, and the surface al can be calculated from 

al expres to the current 

ly be ob by i over the 

The bulk electrolyte is assumed to be well~s so that no concentra~ 

tion s are , and 's equation applies 

(1) 

At the s the normal current density is proportional to the 

ent 

(2} 

The :sutler~Volmer ion the of surface 

on density 

ns (3) 

current may be a func of the surface ion 

concentrat 
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(4) 

If linear concentration gradients are assumed 

(5) 

For metal deposition ~n well~supported electrolyte, the concentration 

overpotential can be approximated by 

(6) 

The total overpotential n, which ~s comprised of surface overpotential 

and concentration overpotential, is defined by 

n ""' v ~ ¢ 
0 

The current is determined by integrating the normal current density 

over the electrode surface 

s 

dA 
n 

(7) 

(8) 

The time increment for the electrode process ~s determined by dividing 

the specified charge passed by the current 

t:, t "' Q/I 

The boundary of the electrode surface progresses in proportion to 

the normal current density at each surface ,node 

H "" M i t:, t 
n zFp n 

(9) 

(10) 
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3. NUMERICAL PROCEDURE 

The basic procedure to calculate successive profiles is as follows: 

1. Specify boundary coordinates, physical properties, polarization 

parameters, grid spacing, convergence criterion, and time step 

2. Estimate the initial potential distribution. 

3. Construct piecewise polynomials through the boundary points so 

that derivatives at the surface can be calculated. 

4. Obtain a loosely converged estimate of the solution to Laplace's 

equation. Tighten the convergence criterion as the iteration proceeds. 

5. Calculate the normal current density by numerically differentiating 

the potential at each surface node. 

6. Determine the overpotential from the polarization equation. 

7. Calculate the surface potential from equation 7; weight this value 

with the value obtained from the previous iteration. If the potentials 

and currents meet the convergence criteria, proceed to step 8. Otherwise, 

continue iteration at step 4. 

8. Move each surface node normal to the surface in proportion to 

the charge passed. 

9. Construct interpolating polynomials to determine the new ordinates 

at evenly spaced abscissa points. 

For the primary current distribution Laplace's equation need only 

be solved one time, and step 7 is eliminated. 
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The electric normal to the surface is calculated from the 

ect of the X and Y components on the normal as shown in Fig. 2. 

current density at the surface 

the eld 

i n 

on for the current 

is 

"" 

e + E cos e 
y 

the product 

KE 
n 

density at the 

( 11) 

of the conductivity 

(12) 

r th i is 

and an icit solution cannot be The method 

most efficient for obtaining the overpotential (see Appendix I). 

Al ly, if the le is the Tafel or linear 

the al can be obtained explicitly. The concentration overpo~ 

tent calculated ici tly from ion 6, can be added to the 



Fig. 1. 

Fig. 2. 

Schematic diagram of node arrangement for simulation of 

deposition or dissolution on a sinusoidal electrode. 

Projection of the normal components onto the 1 

to the electrode, 

perpendicular 
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surface overpotential, and the surface potential 1s obtained from 

equation 7. 

A new estimate of the surface potential is 

¢ (r+l) = ¢ (r~l) + D (¢ (r) _ ¢ (r~l)) ( 13 ) 
0 0 0 0 

where D is a weighting factor which varies between 0 and 1. The surface 

potentials are checked for convergence before the weighting procedure 

is performed. When the surface potentials meet the convergence criterion, 

the weighting factor 1s reduced on successive iterations until the 

normalized change in current density between iterations also meets 

the specified error criterion. 

The new coordinates of the j th point on the boundary are 

X. ( s) 
J 

y. ( s) 
J 

"" X . ( s-1) + ML', t I . I • e 
J 

1 I • S1n . 
zFp n J J 

"" y. ( s-1) 
J 

ML:;t ji j. cos e. 
zFp n J J 

(14) 

(15) 

The interpolating polynomials of the cubic spline described in Ahlberg 

17 et al, are used to interpolate back to the original abscissa coordinates 

(X.(s~l)). The piecewise cubic polynomials that uniquely specify 
J 

the curve have the following properties: (1) The polynomials on 

either side of each surface node intersect at that node; (2) the first 

derivatives are continuous at each node; (3) the second derivatives 

are continuous at each node. If the profiles tend toward discontinuous 

behavior (sharp points or cusps), least squares smoothing can be performed 

on the x.(s), Y.(s) coordinates before interpolating. 
J J 
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of the direction of change of the surface potential at a specified 

point; (2) the normalized change in current density between iterations; 

(3) the normalized change in surface potentials between iterations; 

(4) the Wagner number. 

The evaluation of the current density requires a numerical differen­

tiation of the potentials in the bulk electrolyte (equation 2). Since 

this numerical differentiation is sensitive to small changes in bulk 

electrolyte potentials, loose convergence (10-4 ) in the bulk potentials 

is specified before evaluating the current densities. As a converged 

solution is approached, and the relative change in surface potentials 

decreases, the convergence criterion that must be attained before 

evaluating the current densities decreases. The overpotentials and 

surface potentials are determined from equations 3, 6, and 7. With 

the new values of the surface potentials, the relative change in these 

surface potentials from the previous iteration can be calculated. 

These changes give a measure of the convergence. 

The four variables, noted above, are incorporated in functions 

to determine the weighting factor. If the surface potential at the 

specified node is proceeding in the same direction, this "consistency 

factor" is increased. If this surface potential begins to oscillate, 

the consistency factor is reduced; large oscillations incipient 

instability. Small oscillations frequent indicate an approach to 

convergence. The "current factor" is increased if the average normalized 

change in current density 1s smaller than specified limits; the current 

factor is reduced if the is large. The limits are functions 

of the Wagner number and the consistency factor. The normalized change 
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1.n surface the degree of convergence. As this 

le the convergence ter the weighting factor 

is reduced. When the factor is reduced sufficiently, the 

average current error also decreases until the error for 

that able is also met. The behavior of the surface potentials, the 

maximum normalized in surface potentials, the average normalized 

in current density, and the ghting factor are illustrated in 

on a sinusoidal le at W ~ 25 for the first time step. 

For the problems solved, I selected normalized convergence criter 

~6 ~s ~3 
of 10 10 , and 10 , for the bulk potentials, the current densities, 

and the surface potentials, respectively. The algorithm is sufficiently 

so that converged solutions are obtainable over a wide range 

of numbers (see Fig. 7). In the first time the relatively 

large number of iterations, attributable to poor initial es 

could be reduced those estimates. 

The results of the ing algorithm are with 

the results of selec for W = 25 (Fig. 8). 

This illustrates the difficul of the value for 

D. A small value ( ) for D results a rather 

for the second time step, but the t time step five times 

as many i as the weighting A value of 

D than 2 x causes oscillations the second time s 

and convergence to the does not occur. For this 

lem ons for the two times s will always be 
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Fig. 4. 
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Surface potential at the peak and in the depression (dashed) 

of a sinusoidal profile. 

v ~ 1, v = 11. c a 

A /A = 0.1, W = 25, time step one, 
0 

Normalized max1mum change in surface potential. Parameters 

as in Fig. 3. 
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Normalized average change ~n current density. Parameters as 

~n Fig. 3. 

Weighting factor for surface potentials. Parameters as 

in Fig. 3. 
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Fig. 7. 

Fig. 8. 
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Iterations required for a converged solution as a function 

of the Wagner number. 

Iterations required for a converged solution as a function 

of the weighting factor. Iterations required for convergence 

when using the programmed weighting technique are indicated 

by the solid horizontal lines. 
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obtained more quickly by using the programmed weighting algorithm than 

~3 
by using the optimum constant value for D of approximately 10 

The functions and parameters that comprise the convergence algorithm 

have been determined by empirical methods and have not been optimized; 

the algorithm could undoubtedly be improved by making a systematic 

study of these functions and parameters. For example, one could study 

the overrelaxation parameter. Although I used 1.85 for this parameter, 

Fig. 9 shows that the number of iterations in the first time step 

(W = 25) could be reduced by almost 10 percent by using 1.8 for this 

parameter. It is not known whether this is a general result which 

would apply to other problems with other Wagner numbers. The criteria 

for determining how frequently to iterate in the current loop relative 

to the potential loop would probably be a fruitful area for an optimiza~ 

tion study. Multiple iterations in the current loop for each iteration 

in the potential loop might be investigated. The average normalized 

change in current density is allowed to vary by approximately 5 to 

10 percent. Possibly these limits could be increased under certain 

circumstances without causing unstable behavior. 

Error General 

The approximation of replacing the electrolyte continuum by square 

elements results in finite error in the potential values. In 

the accuracy of the solution improves as the mesh s is reduced. 

Quantitative estimates of the error caused by selecting a certain 

The expression to 

calculate the error (truncation error) associated with using the 

f . . d. ff h . . 17 ~n~te ~ erence sc eme wh~ch I have chosen ~s well known. The 



7 

Fig 9. for convergence vs. the 

parameter. 
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truncation error is proportional to the mesh interval squared and 

to the fourth derivative of the potential function in the region of 

interest, Since the vari in the potential function is not known 

a priori, it is generally impossible to calculate the error, 

The error in the potential is also related to the maximum residual 

1n the final iteration in the potential loop. The maximum permissible 

residual (the convergence criterion) is specified in advance, The 

accuracy of the solution will increase up to a limit as the convergence 

criterion is reduced. After further reduction the truncation errors 

will dominate the solution accurcy; at some point the round~off error 

in the computer (10~ 14 with single precision in the CDC 7600) becomes 

larger than the convergence criterion, and convergence to a smaller 

residual cannot be attained. 

From the potential distribution the current density is determined 

by numerically differentiating the potential at the electrode surface. 

Because potential values at least one grid space away from the surface 

are used in the numerical differentiation, the estimate of the curent 

density improves as the grid spacing is reduced, 

The size of the time step influences the shape of the final profile, 

The error in the quasi-steady state approximation should decrease 

as the number of time steps for a given amount of charge passed is 

increased. The boundary ordinates must be interpolated back to the 

original abscissa coordinates at each time s ; therefore, I expect 

that there is an optimum number of time steps, beyond which the cumulative 

interpolation error overshadows the increased accuracy realized from 

reducing the quasi-steady state error. 
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At each time step the normal to the surface is determined from 

a numerical di ion of the surface coordinates. The error 

as soc with the process decreases as the grid 

interval 1s reduced. 

If the profile tends toward unstable behavior (e.g., a primary 

distribution near a sharp corner), least squares smoothing can be 

performed to reduce the ity. By specifying the maximum root~ 

mean~square (rms) error in the polynomial curve with respect to the 

generated coordinates, a polynomial equation of an appropriate degree 

can be determined. As the rms error specification is increased, the 

of the polynomial is reduced, along with the accuracy of the 

solution. A sufficiently small rms specification will force the poly~ 

nomial curve to pass near each point, and little smoothing is eved. 

Although the error in our solution cannot be determined a priori, 

it is clear from the foregoing discussion that by reducing the grid 

spacing, convergence criterion, and time step interval (the computation 

parameters), a more accurate solution is likely to be The 

di in arbitrarily grid spacing and time step interval 

1s that the execution in the computer 

cube of mesh and inversely th time 

(roughly, as the 

interval). 

In order to establish criteria useful in determining the computation 

parameters, I ran a number of simulations on sinusoidal 

various amplitude~to~wavelength ratios. Since I am 

real systems, there is no justification for 

of accuracy 

are known. 

than the accuracy to which 

varying the computation parameters, I 

les of 

to simulate 

to obtain solutions 

in the model 

maximum 
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limits where the final profile did not change by more than a specified 

criterion on successive refinements. I considered that the solution 

had converged if the profile did not change by more than 2 percent at 

each point, based on the simulated metal thickness at that point. 

Qualitatively, one expects more irregular profiles to require more refined 

grids. In regions where the current or the electrode curvature is changing 

rapidly, an increased node density is required to track these relatively 

rapid changes. 

Mesh Size 

Two quantities that can be determined more accurately by reducing 

the mesh size are the current densities at the electrode surface and 

the derivatives of the surface coordinates. One cannot determine 

the accuracy of the current densities ~priori, but one expects that 

the current densities will approach values where further refinement 

does not significantly affect the final profile. 

I studied profiles with amplitude to wavelength (A/A) ratios 

of 0.025 and 0.1. Simulations of deposition on these profiles with 

AlA of 0.025 and 0.1 are shown in Figs. 10 and 11, respectively. 

The top curve depicts the original half-wavelength of the profile. 

The successive time steps are shown below with the final profile at 

the bottom. By successively refining the mesh size and observing 

the effect on the final profile after the passage of a specified quantity 

of charge, I can estimate the minimum refinement necessary to obtain 

. an accurate solution. 

For the sinusoidal profiles studied, the peak of the profile 

exhibited a characteristic type of unstable behavior, which depended 
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Fig. 10. Half~wavelength of a sinusoidal cathode. The original profile 

is shown at the top. The final profile appears at the bottom, 

and the intermediate growth stages are 

A /A = 0.025. 
0 

Fig. 11. Half~wavelength of a sinusoidal cathode. 

Other details as in Fig. 10. 

between W = 0, 

W ~ O, A /A= 0.1. 
0 
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on the initial A/A ratio. When the initial profile is relatively flat 

(A/A = 0.025), the peak tends to become pointed after the passage of 

a specified quantity of charge. For the high A/A ratio (0.1) case, a 

depression forms at the peak after the profile advances to a certain 

point. The point at which this characteristic behavior is displayed 

~s a logical point to halt the simulation. 

In order to put the charge on a dimensionless basis, I defined 

the quantity of charge passed that would cause a plane electrode that 

is A wide to advance one amplitude A 

Q = A'A zFpb,s 
d M (17) 

where 6s is a unit strip w~dth perpendicular to the page (see Fig. 

10 or 11). I chose values of the physical parameters that pertain 

to copper 

4 
Qd = 2. 7 X 10 A A (18) 

A dimensionless quantity of charge can be defined by dividing the 

number of coulombs in the simulation (equation 9) by Qd. 

(19) 

Selected Y-coordinates of the profiles at q* = 2.78 (20 time steps in 

Fig. 10) and at q* = 3.33 (24 time steps in Fig, 10) are shown in 

Tables 1a and 1b, respectively. At time step 20 the peak (X= 1.0) 

has not yet begun to sharpen, and the relatively smooth curve can be 

adequately described by a grid spacing of 0.05 em. After four additional 

time steps the peak becomes sufficiently irregular that even with a 
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Table 1. Effect of grid spacing on profile error, A0 /A ~ 0.025; 
(a) q* ~ 2.78, (b) Q* = 3.33. 

Grid Space 
(em) 

0.2 
0.1 
0.05 
0.025 
0.0125 

Grid Space 
(em) 

0.2 
0.1 
0.05 
0.025 
0.0125 

A/A = 0.25 

a) At Q* = 2.78 

Y(O) 

2.837 
2.838 
2.839 
2.839 
2.839 

Y(0.8) 

2.632 
2.629 
2.629 
2.629 
2.629 

b) At Q* = 3.33 

Y(O) 

2.801 
2.804 
2.804 
2.805 
2.808 

Y(0.8) 

2.562 
2.584 
2.557 
2.557 
2.557 

Q* = 0.139/Time Step 

Y(l.O) 

2.618 
2.614 
2.607 
2.606 
2.604 

% Deviation at 
Y(LO} Based on 

Deposit Thickness 

4.0 
2.9 
0.8 
0.6 

Q* = 0.139/Time Step 

Y(l.O) 

2.549 
2.544 
2.529 
2.526 
2.505 

% Deviation at 
Y(l.O) Based on 

Deposit Thickness 

9.9 
8.7 
5.3 
4.7 
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d spac of 0.025 em the error cannot be 1 

of the 

before the 

a ted t thickness. S 

ted to less than 2 

larly, Ln Table 2 9 

of 0.025 em 

en:or vlithin ac le ts. After the depression at the 

Oa025 em mesh is too coarse to limit the error to 2 

of the simulated t thickness. 

Another ation of the accuracy of the numerical 

the 

deve 

the error in the at the electrode surface. Since the 

tial le is described by a sine wave, the error can be determined 

the n.umerically derivatives. The relative error in the 

vatives is on the order of 0.1 for a mesh s of 0.2 

cm 9 and 0.005 for a mesh s of 0.1 em (Table 3). 

From these studies on successive refinements, I can propose 

ines for the maximum mesh size which produces a satisfac 

simulation. I have chosen to examine the vari in current densi 

surface derivatives in order to establish the mesh size terion. 

0.31 for A/A 0. 1 , the vari in current densi from node 

node never exceed 10 , and the absolute change in 

exceed 0.1. At 0.41 the in current densi 

over 30 percent, and the ives by 0.3 near the 

timate from these tudies that variations 1.n the current densi 

should not exceed 15 and the absolute the surface 

ives should not exceed 0.15 between acent nodes. 



38 

Table 2. Effect of grid spacing on profile error, A0 /A = 0.1; 
(a) Q* = 0.31, (b) Q* ""0.41. 

A/A = 0.1 

* a) At Q = 0.31 Q* = 0.034/Time Step 

% Deviation at 
Grid Space Y(l.O) Based on 

(em) Y(O) Y(0.8) Y(l.O) Deposit Thickness 

0.1 3.154 2.637 2.602 3.9 
0.05 3.155 2.641 2.601 2.4 
0.025 3.155 2.643 2.597 1.5 
0.0125 3.155 2.643 2.594 

b) At Q* "" 0.41 q* "" 0.34/Time Step 

% Deviation at 
Grid Space Y( 1.0) Based on 

(em) Y(O) Y(O.S) Y(l.O) Deposit Thickness 

0. 1 3.143 2.556 2.535 6.0 
0.05 3.144 2.568 2.546 5.9 
0.025 3.143 2.570 2.536 2.2 
0.0125 3.143 2.572 2.530 



Table 3. son of tical and numerical values of derivatives 

0 1 

0.2 

0.4 

0.5 

at the electrode surface for A/A = 0.1. 

Value 

~0.194161 

316 

~0.597567 

~o. 628319 

0. 2 Grid Spacing 
(% Error) 

0.11 

0.9 

0.1 Grid 
(% Error) 

0.006 

0.004 

0.006 

0.006 
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Convergence Criterion 

As the convergence criterion is reduced, more accurate results 

are expected; however, there is no reason to reduce the convergence 

criterion past the point where other errors dominate the result. 

In order to determine the maximum convergence criterion, an 

expression can be derived for the error as a function of the mesh 

size, which has been specified based on other considerations. 

First, an order of magnitude value for the current can be calculated 

1. "' est 

K!W 
cell 

y 
cell 

where 6Vcell is an approximate anode-cathode potential difference. 

(20) 

For the primary distribution this is the applied potential difference. 

For other current distributions the methods of appendix J are suitable 

for determining 6Vcell·6Ycell is the maximum anode-cathode 

An estimate of the potential difference between the nodes 

i 6Y node v est .. 
node K 

or 

6V 6Y 
v cell node 

"" node 6Y cell 

V d can be normalized by dividing by the node potential no e 

and 

v node 

6V 
node 

v node 

ion. 

is 

(21) 

(22) 

(23) 

(24) 



where cp is the al acent to the cathode in the low current 
0 

The error is roughly 

the error in the curr<mt densi For the 

on the A/'A ""0.1 le and 0.025 em mesh 

( ) 

we vmnt to 1 t the current density error, due to the res 

0.01 , then the convergence criterion should be no 

than (0.001) (0.07) • 7 x 

The results of success ly the convergence criter 

show~ in Table 4. The maximum difference in the current density 

t the first time step increases an order of tude 

e the convergence cri an order of tude. 

The current dens can be normalized with respect to an average 

current density, and a comparison of these results can be made as 

convergence cri is The re errors are shown 

the third column in Table 4. These errors are lower than those from 

the network, the current dens tend to ft in a somewhat 

form manner. Because of this , a sl convergence 

can be used, and a sati result can s 11 be 

le 5 shows how the in convergence criterion affects the final 

1 • The les with a convergence of less than 

10 are 0.1 of the curve a convergence 

criterion of 10~6 • The errors caused 
~2 

a 10 convergence 
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Table 4. Effect of convergence criterion on error ~n current 
distribution. 

* 

Convergence Maximum Error in Relative Error in 
Criterion Current Density Current D . * ens~ty 

10~5 0.14 0.03 

10~4 LS 0.3 

10~3 4.9 1.4 

10-2 34.0 20.0 

Errors in the current density caused by successive increases 
in the convergence criterion. Deviations are based on a 
convergence criterion of 10-6. 

Table 5. Effect of convergence criterion on profile error. 

At Q* = 0.41; A/A = 0.1 

Convergence 
Criterion Y(O) Y(0.8) Y(l.O) 

10-6 3.143 2.570 2.536 

10~5 3.143 2.571 2.536 

10-4 3.143 2.571 2. 

10~3 3.143 2.570 2.536 

10-2 Unstable 



43 

terion are too and an unstable curve results. The number 

of iterat a factor of 10 as the convergence 

~3 ~6 
reduced from 10 to 10 • 

assume that the current does not si 

vary the I select as the time s size. 

c state on becomes more accurate 

the time is reduced. In order to obt a better 

on, the cm:ren t can be calculated at two 

ive time s , the current densities and the 

i.le advanced ~n on to half the quantity of 

s method would ely double the computat 

time~ so I have not used s 

Because of the errors in the interpol of the 

back to the orJ_ ssa values, I to reach 

lower time interval 1 t, below which the error of the 

ll dorainate the result, and further improvement the accuracy 

will not be realized. In Table 6 the results of success 

decreas the interval are zed. From Table 6a it 

be seen that the le accuracy is not significant 

v-Jhen reduc the s interval a factor of four. As the 

ari at the deve ent 

to 0.034 is no suffi to an accurate result. 

Since the mesh size is determined the of the 

geome and the variation current ty, it is reasonable to 

base the time s interval on the mesh size. At "" 0. per 
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Table 6. Effect of time step on profile error; (a) q* "" 0.34, 
(b) Q* "" 0.41. 

a) Profile Coordinates at q* "" 0. 34; A/A. "" 0' 1 

Time Step 
Interval Maximum 

(Q*) Y(O) Y(0.9) Y(l.O) % Deviation 

0.068 3.150 2.580 2.574 1.3 
0.034 3.150 2.578 2.575 0.4 
0.017 3.151 2.577 2.576 

b) Profile Coordinates at q* "" 0.41; A/A. "" 0.1 

Time Step 
Interval Maximum 

(Q*) Y(O) Y(0.9) Y(l.O) % Deviation 

0.068 3.142 2.531 2.530 7' 1 . 
0.034 3.143 2.528 2.537 4.4 
0.017 3.143 2.525 2.548 
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s , the le advances a maximum of o. em, which 

e the d mesh 

bution is known before advanc the 

the current 

le, the maximum can 

be restricted to the two space 

The on of a ition process is inherently unstable 

the sense that small errors at a tend to be and 

fied as the simul 

a small error, a local 

progresses. For example, if, through 

forms on the electrode surface in the 

ation, that tends to attract more current and becomes even 

larger. In the dis process, by contrast, the addi current 

tracted a similar local 

the average surface plane, and 

In order to lessen the 

ile, of the 

least squares polynomial 

we 11 ~,known One can 

al or the rms error. I chose 

al is 

can be and iced 

tends to dissolve the peak back to 

ion of the error does not occur. 

of unstable behavior of the surface 

can be I have chosen 

, which is a straightforward and 

ther the of the 

to fy the rms error from which 

For highly curves 

features, multiple 

It is reasonable to specify the rms error as a frac of the 

d spac , on which the advance of the le also 

I can estimate this criterion based on the results in Table 7. The 

cubic on that is 

10 m:tcrons (the le advances 

with an rms 

200 

than 

/time 
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Table 7. Effect of least squares smoothing on profile error. 

a) Profile Coordinates at Q* ,. 0 .34; A/A. "" 0.1 

Rms Error Polynomial 
(em) Degree Y(O) Y(0.9) Y(LO) 

1 X 10-2 3 3.143 2.581 2.575 

5 X 10-3 3 3.143 2.581 2.575 

1 X 10 -4 3 3.143 2.579 2 575 

5 X 10-4 5 3.150 2.579 2.575 

2 X 10~4 5 3.151 2.578 2.576 

1 X 10 -5 10 3.150 2.581 2.585 

* No Smoothing 32 3.150 2.574 2.577 

b) Profile Coordinates at Q* "" 0.41; A/A. "' 0.1 

Rms Error Polynomial 
(em) Degree Y(O) Y(0.9) Y( 1.0) 

1 X 10-2 3 3.133 2.532 2.528 

5 X 10-3 3 3.133 2.532 2.528 

1 X 10-3 3 3.133 2.532 2.528 

5 X 10-4 
6 3.143 2.527 2.534 

2 X 10-4 12 3.143 2.528 2.536 

1 X 10-4 17 3.144 2.528 2. 

X 10-5 * 1 32 3.144 2.537 2.582 

No Smoothing 3.143 2.551 2.562 

* Not fit to specific criterion because of other constraints. 



47 

at the 1s not suf ent to describe the actual le, and 

the near X "' 0 is started. between 1 and 

5 microns results. Table 7b shows that the extent 

of the ion is reduced ly as the rms error cri 

is increased. Some red to decide whether curves 

should be subdivided so that over a fie feature can 

be accurate 

In this s 

space :L 

between 0.5 and 2 percent of the grid 

the best results. Without smoothing, at Q* ~ 0.41 

the absolute in the is 

acent nodes. With 2 micron smoothing the 

:ts 0.5 at the 

than 3 between 

in 

I have estimated criteria (see Table 8) for determining the 

calculation parameters that are based on al results. The mesh 

s1ze 1s first selected on the basis of the relative in current 

densi and absolute in surface derivative values. Rel 

fine meshes are for 

and the convergence 

Some 

or if thick 

may be 

ts are to be s 

s. The time 

can be es from the 

for les 

ated. 
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Table 8. Error criteria guidelines. 

Parameter 

Grid Spacing 

Time Step Size 

Convergence Criterion 

Smoothing 

Limit 

Less than 0. absolute difference 
in derivative and less than 15 percent 
relative change in current density 
between successive surface nodes 

Less than 2 grid spaces 

See Equation 23, less than 0.1 percent 
of the relative potential change 
between adjacent nodes 

Greater than 0.5% of the grid space 
and less than 2% of the grid space 
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hesitate to an , for fear of 

new, 11 

C, W. Tobias, general admoni 

to students 



50 

4. EXPERIMENTAL PROGRAM 

tion 

An experimental program was initiated to obtain data on the growth 

of electrodeposited profiles. The contoured rotating cylinder system 

was chosen primarily because it offered a uniform hydrodynamic boundary 

layer. Since the system is axisymmetric, a simulation can be reduced 

to a two-dimensional problem. The acid~copper system provided high 

current efficiency, simple ion discharge, and acceptable deposits. 

Initial trials were aimed at determining a range of operation 

where quantitative profile data could be obtained. Thick deposits 

(~1 mm) obtained near the limiting current tended to be rough and 

unsuitable for measurement. In general, operation at low fractions 

2 of limiting current (~20%) and at low current density (~30 mA/cm ) 

favored smooth deposits. 

Eisenberg et a1.
18 

established a correlation for the limiting 

current density on smooth rotating cylinder electrodes in turbulent 

flow 

or 

Since the limiting current density increases in proportion to the 

(26) 

(27) 

bulk reactant concentration (cb) and as the 0.7 power of the surface 

velocity (v), the highest practical copper sulfate concentration and 

a high rotation speed are desired. A rotation speed on the order 
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of 800 rpm was suffic ly high to a high 1 ting current 

ty (rv3SO ) 9 low to d ff 

with vortex on and bubble entrainment. The copper sulfate 

concentration (rv0.8 M, at ) was chosen to be suffi ly far from 

the saturation 1 t to on at the anode. Large ohmic 

losses were avoided 

An ing of 25 was convenient, and most physical 

and polarization data were lable at that temperature. 

s were run at temperatures of 40°C and 55°C, but no particular 

to in this range were noted. The slope of the 

polarization curve decreases with temperature. This may be caused by 

an increase in the cathodic transfer coefficient (a ) or it may be that 
c 

the exchange current density is actually larger than that calculated, 

and the data were not obtained in the Tafel region. With increasing 

9 electrolyte conductivi increases, while the slope of 

the arization curve decreases; because of these countervail 

tendencies, the range of the number cannot be signi 

alone. 

In order to avoid r s and still e at high current 

densities, a level agent was tested. In several runs with 

M benzotriazole at a current density on the order of 100 mA/cm2 , the 

deposit ~as stressed and ed from the substrate. 

The Cu species exists small ties with the 

++ + 
dominant Cu es. the Cu can react with dissolved 

oxygen and thus lete the electrolyte of reactant. In order to 

avoid reactant ion, the dissolved oxygen was removed by 
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the electrolyte with nitrogen gas. In addition, a nitrogen blanket 

was maintained over the electrolyte during each run. In order to 

check for oxide precipitation, the anode weight loss and cathode weight 

gain were measured after each of several runs. The anode weight loss 

was never more than 3% greater than the cathode weight gain. Within 

the experimental accuracy of the current integration system, the current 

efficiency was 100%. 

Equipment 

A schematic of the experimental apparatus is shown in Fig. 12. 

A model 6259B Hewlett-Packard regulated po~er supply provided constant 

cell potential through feedback sensors connected directly to the 

cell. The copper reference electrode potential was measured with 

a model 610 Keithley electrometer. A Princeton Applied Research model 

379 digital coulometer continuously monitored the charge passed. 

A one-half hp variable speed motor and controller, manufactured by 

Minarik, were used to rotate the cylindrical electrode at constant 

speed (~5 rpm). 

The cell was custom built from type 316 stainless steel on the 

inside. An outer brass jacket permitted continuous water circulation 

for temperature control, The upper and lower cell surfaces were machined 

from Lucite. The cell dimensions are 13.7 em inside diameter by 16.8 em 

high, and the volume of electrolyte contained in the cell is approxi­

mately 2.5 L. A stainless steel shaft connected the motor to the 

rotating electrode, The current was conducted through finger contacts 

to an Everdur collar. The anode was rolled from 1/16-in. OFHC sheet 

stock and was press-fitted into the cell. A glass capillary, positioned 
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Fig, 12. Schematic of experimental apparatus. A) power supply, 

B) coulometer, C) shunt for current measurement D) finger 

contacts, E) motor, F) cathode, G) electrolyte, 

H) anode, I) water jacket, J) reference electrode, 

K) electrolyte pump, L) electrolyte filter, M) electrometer. 
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flush with the anode, was connected to the copper reference electrode. 

A constant bath the in the reference 

electrode to within 0,5 of the the cell. An FMI 

model RPD pump continuous circulated the electrolyte through a fritted 

ass disk, which particles larger than 10 microns. A photograph 

of the cell appears 1n Fig. 13. 

The contoured cylindrical cathodes were machined from 

type 316 stainless steel. A strike from a cyanide~copper bath was 

required before each experiment. 

The contour of the stainless steel cathode was measured on a 

Ferranti~Sheffield Co~ordinate Inspection Machine. The cylinder was 

mounted at its centering marks on the pins of a steel jig. 

The point where the pin contacted the bottom centering mark was the 

coordinate system reference point from which the contour was measured 

before and after deposition. The X and Y coordinates of the axisymmetric 

surface were determined to within ±0.006 em. 

Before pl from the acid-copper electrolyte, a cyanide~copper 

s was required. The cylinder was weighed and its volume determined 

by water displacement. The cylinder was rotated at approximately 

1000 rpm and buffed to an finish th one paste. 

Surface impurities were removed by ing the cylinder in 10 

or1c acid followed by an acetone De~ionized water 

was used for the final After pressing the sleeve anode into 

the cell, it was cleaned with 400 

de~ionized water. 

t emery paper and with 
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Fig. 13. Experimental cell and auxiliary equipment. A) constant tempera­

ture bath, B) digital tachometer, C) motor to drive cylinder, 

D) electrolyte filter, E) electrolyte pump, F) rotating 

cylinder cell. 
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The cylinder was mounted a threaded connection to the stainless 

steel shaft (Fig. 14). The cell was attached to the main assembly 

and held in place by tightening the nuts on four threaded rods. Four 

metal bars acted as guides to maintain a reproducible spacing between 

the top and bottom of the cell. The capillary probe, anode lead, 

cooling water tubes, and filter system were attached to the cell. 

Electrolyte was prepared from reagent grade chemicals and 

de-ionized water. The dissolved oxygen in the electrolyte was removed 

by nitrogen sparging. Thirty minutes of sparging with 50 cm3/min 

was sufficient to remove over 90 percent of the oxygen from 3 L of 

electrolyte. The electrolyte was added to the cell and reference 

electrode. The nitrogen blanket above the electrolyte was supplied 

through a tube from a cylinder. 

The filter pump was started and adjusted to circulate the 

electrolyte at approximately 0.3 L/min. Rotation of the cylinder 

was begun and the speed checked with a digital tachometer. Electro­

lyte temperature was regulated to within 0.2°C by adjusting the tempera­

ture of the circulating water bath. The applied potential was increased 

over a one minute period and automatically adjusted through a feedback 

loop to the power supply. Applied potential, current, and reference 

potential were contin~ously monitored on a 3-pen recorder. The charge 

passed was also monitored by the digital coulometer. 

After the run the cylinder was weighed and its volume determined. 

The final profile was measured in the same way as the original profile. 

After completing all studies and measurements on the cathode, the 
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CBB 804~4918 

Fig. 14. Installation of GOntoured rotating cylinder in the cell. 
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plated copper was dissolved in 50 percent nitric acid. The reproducible 

stainless steel mandrel was then prepared for a subsequent run. 

Polarization Measurements 

The same preparation techniques as for the contoured cylinders 

were used on the smooth copper cylinders for use in taking polarization 

data. The cylinders were rotated in the electrolyte for one hour 

at approximately 30 mA/cm2 so that data could be obtained on a slightly 

roughened surface (~0.002 em). The current was varied between one 

2 . 2 2 
mA/cm and 100 ma/cm in steps of approximately 10 mA/cm • The applied 

potential (V ) and the reference potential (V ) were recorded at 
ap r 

each current s The referent:e potential with respect to the 

rotating cylinder was measured with a Luggin capillary, which was 

flush with the anode surface. 

The cathodic surface overpotential can be determined from the 

following relation 

v = n (anode) + n (anode) + ~¢ hm - n (cathode) ap s en o en (28) 
- n (cathode) + ~¢ s · contact 

By convention the cathodic overpotentials are negative. The two anodic 

contributions were measured directly 

n (anode) + n (anode) = v - v 
s en ap r 

(29) 

The ohmic drop between the concentric cylinders of height H with inner 

radius r. and outer radius r is 
1 0 

~~ ~ I/(2n HK) ln{r /r.) 
'~'ohm o 1 

(30) 



The concentration 

61 

al at the 

n (cathode) ~ RT/nF 
en 

is 

The limi current densi i 1 can be calculated from 

The contact resistance was measured tly before each 

run. In order to calculate this resistance, a smooth cylinder was 

ally in a dish of mercury. Current, in the range of 

interest, was applied to the system, and the between 

the connecting lug and the cylinder was monitored with a tal 

mul 

(31) 
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In those days 

Copper it was that was the thing of price; 

And gold lay useless, blunted with dull edge. 

Now lies the copper low, and gold hath come 

Unto loftiest honours. 

Lucretius 
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5, EXPERIMENTAL RESULTS AND ANALYSIS 

Polarization data were on ally smooth copper 

2.54 em in diameter, The transfer was calculated 

from the slope of the current density-overpotential plot the Tafel 

region, The transfer coefficient was calculated in an 

manner. Because a relatively large ohmic drop is subtracted when 

parameters available in the 1 for s , but 

not are of the same order of magnitude. 

The current density was calculated by extrapolating the 

curve in the Tafel region to zero overpotential. The 

parameters obtained in my , as well as those 

obtained by other investigators, are summarized Table 9. 

A of the experimental overpotential values for use in 

calcul the polariz parameters is shown in Fig 15. The solid 

line the Butler-Volmer expression with a Tafel s 

is valid 1n the range (20 to 50 mA/cm2) for the contoured 

electrodes. 

The ation of the from the Butler-Volmer 

Lon at current densi results from 

the concentrat of the current densi From 

an ' f h d f d 1. • 20 1s o t e ata o Mattson an Bo~~r1s, calculated 

a correction to the exchange current ty of 
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Table 9. Polarization parameters. 

~on i 
Temperature 0 a 2 (OC) Cuso4 H2so4 

c (A/em ) 
M M 

25 0.8 1.0 0.57 0.0045 
0.57 0.005 

40 0.8 1.0 0.65 0.0097 
0.69 0.0098 

55 0.8 2.0 1.6 0.040 

VALUES FROM THE LITERATURE 

2520 0.5 0.5 0.89 0.0017 
0.5 1.5 0.8 0.001 
1.0 0.5 0.94 0.002 

2521 0.5 0.5 0.5 0.008 
0.075 0.5 0.5 0.003 

2522 1.0 1.0 0.6 0.003 
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where c and cb are the cupric ion concentration at the electrode surface 

and in the bulk electrolyte, respectively. If a 1 concentration 

gradient is assumed 

(32) 

With this correction the upward trend of the data in the high current 

density region is predicted; if a limiting current density of 0. 2 A/em 

is used (Eq. 27), about half the difference between the Butler-Volmer 

equation and the data is accounted for. 

The anodic transfer coefficient (a) was calculated from data 
a 

taken on the counterelectrode. Anodic film formation, which has been 

b d23 . h . d b . b 1 f h 1 o serve 1n t e ac1 -copper system, may e respons1 e or t e ow 

a {0.33) that was calculated. Mattsson and Bockris20 report a value 
a 

of 1.5 for a
8 

in a system with lower Cuso4 and H
2

so4 concentrations. 

The discrepancy between the data and the Butler-Volmer expression 

at low current density may be explained in terms of the artificially 

low a . Since the current density range below 20 mA/cm2 is not of 
a 

great interest, this apparent disparity introduces little error in 

the model. 

Variations 1n temperature, concentrations of the ionic species 

and placement of the Luggin capillary are the probable contributors 

to error in the overpotential. As a basis for comparison, the 

variations at 50 mA/cm
2 

for electrolyte that is 0.8 M Cuso
4 

and 
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for the effect on 

An increase in decreases the 

and the conductivity. From 

curves 

(33) 

The conductivi data of Kern and show that 

( 

An increase in copper sulfate concentration reduces the conductivity, 

while an increase in sulfuric acid increases the conductivity. From 

24 Kern and Chang these can be calculated 

dK/ 

If the llary is sli ly 

t will be different from that c 

al is 

an /'dr ""o.003 V/mm s 0 

The total error caused by these sources is 

t::.n "" -'dn /'d T 6 T + an /8 s s s 

(35) 

( ) 

, the to the 

The effect on the over-

(37) 

( ) 
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The sense of the temperature change is maintained since the overpotential 

variation and the conductivity act in opposite directions; only the 

magnitudes are relevant for the other variations. The variation in 

overpotential with conductivity is manifested through the change 1.n 

ohmic drop 

-1 
em (39) 

The temperature was maintained within 0.2°C. The capillary misplacement 

was less than 0.5 mm. The electrolyte constituents were within 0.03 M 

of the specified concentrations. From Eq. (38) 

6n = (-0.001)(0.2) + (0.003)(0.5) + (1.0) (0.1)(0.03) 
s 

+ (0.25)(0.03) + (0.003)(0.2) 

= -0.0002 + 0.0015 + 0.003 + 0.0075 + 0.0015 

"' 0. 014 v ( 40) 

The reproducibility of the data is generally of this order. Sources 

of error such as miscalibrated shunts, multimeter offset, etc. cause 

errors on the order of a few mV. The error is larger where the ohmic 

drop is a larger fraction of the cell potential, e.g., at higher current 

density and at higher temperature. 

Contoured Cylinder Experiments 

In order to operate over a range of Wagner numbers, the charac-

teristic dimension (the original amplitude) of the sinusoidal cross-

section was varied. The other parameters that enter in the Wagner 

number are more difficult to vary. The electrolyte conductivity and 

the slope of the polarization curve can each be varied by a factor 
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of two, whereas the amplitudes of the two were 

by a factor of 7. The conditions of the experimental runs 

on the contoured cylinders are zed Table 10. 



Table 10. parameters. 

Temperature Concentration Rotation Time Deposit w 
Number (Oc) Speed 1nl. 

( ( ) ( 

20 40 0.8 1.0 800 0.65 25 0.08 290 1.0 

22 40 0.8 2.0 800 0.23 48 0.04 293 1.8 

28 40 0.8 LO 800 0.35 18 0.04 103 1.8 

32 25 0.8 1.0 800 0.47 15 0.04 U2 1.7 

33 25 0.8 1.0 800 0.41 25 0.04 158 1.7 
-...! 
0 

34 25 0.8 1.0 800 0.30 46 0.025 167 2.1 

35 25 0.8 1.0 800 0.30 20 0.025 92 18.0 
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6. RESULTS OF SIMULATED EXPERIMENTS 

Me 

The original coordinates of the contoured cylinders were determined 

(within .006 em) on a , and the 

of a half~wavelength of one of the contoured sections were used to 

the original profile in the simulation. The values of the electrolyte 

conductivity, transfer coefficients, and exchange current density were 

also read~in. An effective applied potential was calculated for use 

in the simulation by subtracting the resistance in the rotating contacts 

and the anodic overpotential from the measured applied potential. 

The total current to the cylinder increased during the experiment 

for two reasons: (1) the roughening of the surface increased the 

true surface area and reduced the overpotential, and (2) during 

deposition the average surface plane moved closer to the counter~ 

electrode and reduced the ohmic losses. The rotating cont~ct resistance 

is small (~0.003 ~) and the anodic area is relatively (5 times 

the cathodic area); therefore, the increase in total current (~10%) 

with time at constant ied potential does not signi ly affect 

the effective applied potential, and a constant value was assumed. 

From the deposit weight on the contoured inders, the 

passed was calculated so that the simulation could be halted after 

the appropriate number of time steps. 

profiles and selected experimental 

19. The maximum deviations based on the 

points are listed in Table 11. 

sons of 

les are shown in 

simulated 

• 16 to 

t thickness at selected 
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Fig. 16. Half~wavelength of the simulated and experimental profiles. 

The upper curve depicts the original profile, and the lowest 

curve is the simulated final profile. The experimentally 

obtained profile is denoted by triangles. Run number 20. 

Fig. 17. Simulated vs. experimental results for run number 22. 

Other details as in Fig. 16. 
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Fig. 18. Simulated vs. experimental results for run number 

Other details as in Fig. 16. 

Fig. 19. Simulated vs. experimental results for run number 35. 

Other details as in Fig. 16. 
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Table 11. vs. simulated profile coordinates. 

0) y ) y ) 0) y ) y /2) Maximum 
Measured Simulated Percent 

Number em from anode em from anode Difference 

20 5.63 5.32 5.11 5.64 5.38 5.60 18 

22 5.60 5.36 5.11 5.62 5.31 5.08 10 

28 5.13 5.54 5.28 5.13 5.55 5.28 9 

32 5.12 5.55 5.30 5.13 5.55 5.28 15 

33 5.69 5.47 5.25 5.10 5.50 5.22 18 
"'-.! 
(j\ 

34 5.67 5.48 5.23 5.68 5.48 5.22 8 

35 5.39 5.34 5.32 5.40 5.35 5.32 12 

Original 
Coordinates 5.80 5.65 5.41 = 0.2, A = 2 em 

5.47 5.44 5.41 = 0.03, A = 0.3 em 
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The discrepancy between the experimental and simulated results 

on the rotating contoured cylinders averages approximately 10 percent. 

In general, the shape of the final le is qualitatively more similar 

to the simulated result for thinner, smoother deposits. The disparity 

between simulation and experiment is most apRarent in run number 20 

(Fig. 16), where the average deposit thickness was approximately 2 mm 

and the average roughness was on the order of 0.1 mm. The experimental 

result is that which would be expected if the overpotential near the 

peak were increased. A probable explanation of this phenomenon is 

that plasticizer from the PVC based filter tubing, which was used in 

runs 20 and 22, acted as a leveling agent. In the 48 hour run (run 22) 

a white viscous material was clearly evident in the filter. Flexible 

teflon tubing, which is inert in the acid system, was used in all 

subsequent experiments. In an experiment under the same conditions, 

but with the teflon tubing, a much rougher deposit was obtained. 

Because the roughness was of the same order of magnitude as the deposit 

thickness, meaningful measurements could not be obtained. The roughness 

obtained in the absence of the PVC tubing tends to the hypothesis 

that a leveling effect was caused by the PVC tubing. 

Run number 22 (Fig. 17) was conducted under condi similar 

to run number 20, except that the initial average current density 

was approximately half that of run number 20. Since the Wagner number 

was approximately double that of run number 20, a more uniform current 

distribution was obtained. The kinetic s tended to mask the 

leveling effects, and better agreement resulted. In run number 
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(Fig. 18) the average current density was halved. A coherent 

matte deposit, approximately 1.5 mm thick, was obtained, and the 

agreement with the simulated curve was within 10 percent at each point. 

Since the model does not account for local variations in roughness, 

a uniform, relatively smooth deposit favors a current distribution 

that can be successfully simulated. 

In run number 35 (Fig. 19) the contoured cylinder with the smaller 

amplitude (0.03 em) and wavelength (0.3 em) was used. The characteristic 

dimension was reduced by an order of magnitude, and the Wagner number 

was correspondingly increased by an order of magnitude. The small 

depression that forms on the peak for a low Wagner number run (Fig. 20) 

is absent in the high Wagner number case (Fig. 21). The formation 

of a characteristic feature, such as the depression at the peak, is 

addressed in the next section. 

In summary, the deviations between experiment and simulation 

are generally on the order of 10 percent. Discrepancies of this 

magnitude can be attributed to standard experimental error: initial 

and final profile measurement, as well as conductivity, current, and 

temperature variations. Observable variations in surface roughness 

also contribute to current density variations. 
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Fig, 20. Contoured rotating cylinder electrode. 

w = 2.7. 

Fig, 21. Contoured rotating cylinder electrode. 

w "' 18. 

A "' 2mm, A = 2 em, 
0 

A = 0, 3 mm, A "" 3 mm, 
0 
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7. EFFECTS OF OHMIC DROP AND CURVATURl: 

and curvature cause 

on an trode le. In s 

t I to the effect of distance 

current The 

1n the res s ~1hen no curvature ~s viz. 

lel e The current~vol 

elationship 1n this c is linear and can be modeled as a linear 

re::nstor, the s smaller, the 

lS smaller, and more current flows. 

An electrode that 1_ convex wi t:h to the counterelectrode 

tends to t more current the curved re With a primary 

current distribution the al lines nearest the electrode 

surface tend to follow the surface contour; the flux 1 must 

be to the ial , the current densi tends to 

r se where the curvature 1s hi In the extreme case of an elec~ 

the and the current densi are 

infinite at that corner. 

order to s ~on between curvature and ohmic 

four model tions were cons circular, 

9 sinusoidal, each case the electrode 

was oriented with it to a 

lectrode ( ). 

the which is on the line pf 

symme 

ohmical 

nearest to the counterelectrode, and, therefore, favored 

The curvature is a maximtlffi the for the :LC 
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and sinusoidal electrodes and a minimum at the peak for the biquadratic 

electrode. The curvature is uniform on the circular electrode. The 

peaks of the parabolic and the sinusoidal electrodes are favored by 

maximum curvature and minimum ohmic resistance; therefore, one expects 

that the primary current distribution on the initial profile will be 

maximum at the peak. For the biquadratic electrode the peak is favored 

ohmically, but the maximum curvature occurs away from the peak. Because 

of these competing effects, one cannot easily predict the position of 

the current density maximum. In the case of the circular electrode, 

the current density should be maximum at the peak since the curvature 

is everywhere uniform, but the peak is ohmically favored. The numerical 

simulations show that the maximum current density on the initial pro~ 

file is at the peak when the curvature is also maximum there. In the 

biquadratic case the current density is maximum near the curvature 

maximum but is slightly shifted toward the peak the ohmic drop is lower. 

As the profile advances, the curvature and relative ohmic drop 

change in ways that are not easily predicted from a knowledge of the 

initial current distribution. Intuitively, one expects the peak to 

grow preferentially if it is initially relatively sharp; conversely, 

a profile that is relatively blunt might be expected to form "shoulders" 

that would then grow preferentially in an area away from the peak. 

The growing profiles with a primary current distribution were s~mu-

lated in six different cases: a high and a low amplitude-to-wavelength 

(A /A) ratio sinusoidal profile, a high and a low focal length parabolic 
0 

profile, a circular electrode, and a biquadratic electrode, 
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s and 

low 
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itude (A /A ~ 0.025) 
0 

• 10. In this case the is 

eventually becomes For A /A 
0 

dal le 

at 

,., 0. 1 9 the le 

tends to grow rapidly a away from the peak, and consequently, 

a sion forms at the (Fig. 11). 

The fundamental between the characteristics of the 

two les can be seen on zed plots of the key variables: 

curvature, tance from the counterelectrode, and initial current 

distribution. I have chosen to normal each variable over range; 

thus, for distance from the counterelectrode 

~ Y)/(Y , 
m~n 

y ) 
max 

(41) 

Each var le was normalized a similar manner so that it is zero 

where X is one and is one where X is zero. 

For the low amplitude sine wave, • 22 shows that the curvature 

and the current density are linearly with the 

le. The value of the normalized curvature is less 

near the 1.n the low itude case; therefore, the curvature 

does not influence the current stribution, and the resul 

dis on is lar to that which would be obtained from placing 

ane electrodes at ohmic effects 

dominate, the growth. 

For the itude wave the curvature at the falls 

more rapidly, and the current densi also more rapidly (Fig. 23). 

The current density is decreasing most near X ~ 0.8. Since 

the curvature is also relatively near X ~ 0.8, a shoulder 
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Fig. 22. Normalized values of current density, electrode separation, 

Fig. 23. 

and curvature for a low A /A sinusoidal profile. Note that 
0 

current density and curvature are maximum at X = 1. 

Normalized values of selected variables for a high A /A 
0 

sinusoidal profile. 
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to form in that area. As the profile advances, the curvature increases 

in the shoulder area, and relatively more current is. attracted to that 

area than to the peak. Eventually, the current densi becomes higher 

in the shoulder region, and diversion of current from the peak causes 

a depression to form at the peak. 

For the parabola and other non-periodic functions, a circular 

section was joined to the original curve in order to obtain a finite 

non-zero current density near X = 0. In this region the current density 

is sufficiently small so that changes in this area do not appreciably 

disturb the current density near the peak. The parabola with the 

smaller focal length grows in the manner that is intuitively expected. 

The initially high curvature on the peak and the ohmically favored 

position of the peak cause the current density to be a maximum there 

as the profile advances (Fig. 24). The rapid decrease in curvature 

and current density near the peak are shown in Fig. 25. As the focal 

length is increased, the parabola becomes blunted, and a more uniform 

initial current distribution near the peak results (Fig. 26). Even­

tually, a shoulder forms near X = 0.9, and that area advances more 

rapidly than the peak (Fig. 27). 

The circular electrode also develops a shoulder away from the peak 

(Fig. 28). The plot of the normalized current density (Fig. 29) shows 

that the current density decreases moderately with respect to electrode 

spacing near the peak. The negative curvature in the recess (X = 0 to 

0.5) causes the current density to be relatively low there. 
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Fig, 24. Simulated deposition on a low focal-length 

w"" o. 

ic electrode. 

Fig. 25. Normalized values of selected variables for a low focal-

length parabol profile. 
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Fig. 26. Normalized values of selected variables for a high focal­

length parabolic profile. 

• 27. Simulated deposi 

w = 0. 

on a high focal length profile • 
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Fig. 28. Simul tim.1 on circular le. W "" 0. 

. 29. Normal ted variables for a circular electrode • 
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e ( g. 30) The 

where the tial current densi is 

this area grows more than. the 

Generalizations that can be made from 

to grow most 

t, near X~ 0.75. In time 

s s are only valid 

for a current distribut where the cathode is 

a continuous, monotoni 1 even func 1on with a s le curvature 

maximum, and the cmmterel trade 1 surface 

to the axis of sy~e \men the curvature 1s a maximum at the 

1 there are two extreme cases where the 

as it advances. \rlhen the J. s initially 

ate t al more current than the 

tends to accelerate 

it attracts substan~ 

1 and it grows 

al At the other extreme where the curvature on the entire 

profile is small and the current densi decreases 1 with distance 

from the counterelectrode, the ohmic effects dominate. A shoulder, 

associated with a relatively decrease in current density away 

from the 1 does not form, and the grows most 

In the cases that fall bet:wefm these extremes, a shoulder forms 

in an area away from the 

current and grows more 

The curved 

than the 

then attracts more 

The shoulder forms 

sufficient 

and a 

near the so that current 1s from the 

sion forms there. vlhen the is not 

the curvature as in the case, a 

near the curvature maximum rather than at the 

Some e itative 

thea examples, One criterion 

can be 

on of a 

with 

forms 

from 

is that 

the current densi decrease 1 with distance from the counter~ 



94 

8 .. 6 

3 .. 4 

0::: 
t.L. 

UJ u :z " 
< ._.. 
(/) -0 

8 .. ~ 

~.2 .4 .s 1 • l2t 

I ( 
XBL 808-11325 

Fig. 30. Simulated deposition on a biquadratic electrode. 



95 

electrode. In the plot for the low-amplitude s wave 

(Fig. 22), the normalized current densi near the peak (X greater 

than 0.7) is always within 3 of the normalized distance from 

the counterelectrode. The difference between the normalized distance 

is 6 percent at X = 0.7 for the circular electrode (Fig. ) • The 

peak does not become sharp for the circle; hence, the 3 percent devia-

tion is approximately the difference that can be tolerated 

1n order to form a sharp peak. 

For the profile that is initially relatively sharp, the current 

densi decreases rapidly near the peak. One measure of the rate 

of decrease is !dildX! where the normalized current density is norm 

90 percent of s value on the peak. A value of one for ldildxl I norm 

I dY I dX I at that point indicates a l norm variation of current 

density with counterelectrode distance. A value indicates 

that the current density is falling more rapidly because of curvature 

effects. For the low focal length parabola the normalized current 

density 90 percent of the value at the peak near X = 0.9 (Fig. ) . 
At this position the ratio of derivatives is 9. For the high focal 

length parabola the normalized current density falls to 90 

of its maximum value near X= 0.1, where the ratio of derivatives 

is 1.2. This analysis suggests that if the ratio of derivatives is 

on the order of at least 10, the peak will sharpen. 

For the biquadratic curve described by Y ~ B(X-1 , where B = 5, 

the effect of curvature causes the al current ty maximum 

to shift away from the peak to X = 0. This point continues to 

be favored and continues to advance most rapidly as the profile grows. 
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As the coefficient B is increased, the curvature maximum becomes larger 

and shifts toward the peak. It seems reasonable that the peak would 

be favored for extreme values of B. For a sufficiently large value 

of B, the curvature maximum will occur at a point indistinguishable 

from the peak; for a small value of B, the curvature effects will be 

negligible and ohmic effects will dominate. For example, the maximum 

curvature occurs near X = 0.99 for B equal to 1000. The curvature 

is 120 there but falls rapidly to 5 at X = 0.98. At the other extreme 

~4 
the curvature is a maximum at X = ~8 for B equal to 2 x 10 • At 

this point the curvature is only 0.13, but the electrode is 1.3 units 

farther from the counterelectrode than the peak. 

As the Wagner number is increased, the current distribution becomes 

more uniform, and the effects of curvature and ohmic drop become less 

pronounced. The formation of a shoulder, for example, on a sinusoidal 

profile is a manifestation of competing ohmic and curvature effects. 

If these effects are suppressed, then the shoulder is less likely 

to form. A comparison of Fig. 23 and Fig. 30 shows the difference 

between an advancing profile resulting from a primary and a secondary 

current distribution. For a profile with A /A= 0.1, formation of 
0 

a shoulder and accompanying depression at the peak for an equal 

amount of charge passed does not occur when W = 1 (Fig. 31). 

Only the magnitude of the amplitude and wavelength of the les 

(A /A= 0.1 in both cases) was significantly varied between experiments 
0 

34 and 35. Since the Wagner number is inversely proportional to the 

characteristic dimension, W is higher by an order of magnitude for 

the smaller profile. Although the average surface plane advanced 
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by a greater number of original amplitudes, no depression at the peak 

occurred for the smaller profile. The smaller characteris c length 

permits a more uniform current distribution and, therefore, a more 

uniform growth of the profile. 
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8. SIMULATIONS OF SELECTED GEOMETRIES 

Corner Problem 

The rounded corner electrode has several interesting features. 

The current density in the corner tends to rise. In addition, the 

current density may vary significantly over the profile, and the effect 

of kinetic limitations has a striking effect on the metal stribution. 

In plating practice the higher current densi may cause an excessive 

deposit in the corner area, and above a certain current densi level 

the deposit may burn, i.e., form a rough, scolored deposit. In 

the present study the effects of varying the Wagner number and the 

geometric parameters are examined. In a subsequent section other 

methods of altering the current distribution will be investigated. 

In the first series of simulations, the counterelectrode is closer 

to the cathode than is the insulating wall. The result of deposit 

with a primary current distribution is illustrated in Fig. 32. The 

simulation was halted after the peak became sharp, and a relatively 

high current density developed there. 

The greatest amount of is passed somewhat above the midpoint 

of the corner. As the peak progresses, its growth is accelerated 

because of increased curvature at the top surface and because of the 

proximity of the to the counterlectrode. The peak attracts current 

from the immediate surroundings anq causes depressions to form on 

either side. The metal dis near X = 0 unaffected by the 

corner and approaches the uniform thickness that would be obtained 

from ting between two plane electrodes. The resistance increases 

considerably in the recess, and little deposition occurs there. 
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The effects of increasing the Wagner number are illustrated in 

Figs. 33, 34 and 35. In each simulation the same amount of charge 

has been passed to arrive at the final profile. At a Wagner number 

of 0.01, the final profile is similar to the result from the primary 

current distribution. At W = 0.1, the peak is flatter, and the 

depressions on either side of the peak have disappeared. At W = 1, 

the metal distribution is much more uniform, and the peak is no longer 

discernable. 

One method of quantifying the changes in metal distribution is to 

measure the height of the peak above a characteristic deposit thickness. 

I have chosen to take the maximum deposit weight above the original 

horizontal cathode plane (Y = 4) and divide this distance by the deposit 

thickness at X = 0. With this definition a larger ratio is characteristic 

of a non-uniform current distribution. The results are tabulated in 

Table 12. For the primary current distribution the ratio is 1.8. 

For a Wagner number of one, the peak is imperceptible. 

In the second series of simulations, the insulator was moved 

closer to the cathode, and the counterelectrode was moved farther 

away. The same es of simulations was run for this geometry as 

for the previous one. The primary current distribution simulation 

displays the same charac stic features as those in the previous 

geometry (Fig. 36). In contrast to the previous series, for a Wagner 

number of 0.1, the depres on on the right hand side of the peak has 

disappeared (see summary Fig. 37). This difference arises because 

the anode is farther away, and the relative ohmic advantage of the 

peak is less. As a result, the peak is somewhat blunter, and less 
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Fig. 32. Simulated deposition on a corner electrode. The anode is 

at the top surface, the cathode occupies the lower left~ 

hand corner, and all other surfaces are insulated. 

w = 0. 

Fig. 33. Deposition on a corner electrode. The intermediate time 

steps have been removed. W ~ 0.01. Other details as 

Fig. 32. 
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Fig. 34. Deposition on a corner electrode. W = 0.1. Other details 

as in Fig. 32. 

Fig. 35. Deposition on a corner electrode. W = 1. Other details 

as in Fig. 32. 
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Fig. 36. Deposition on a corner electrode. Note that anode is farther 

from the cathode, and the insulator is closer than in Fig. 32. 

w "' o. 



106 

Fig. 37. Summary of the simulated deposition on the corner electrodes. 

The series on the right is from the cells shown in Figs. 32 

to 35. The series on the left is from the cell shown in 

Fig. 36. Proceeding downward, the Wagner numbers are 

approximately O, 0.01, 0.1, and 1. 
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Table 12. Ratio of maximum deposit thickness 
to characteristic deposit thickness. 

Wagner 
Number 

0 

0.02 

0.1 

1.0 

Anode Close 

1.8 

1.7 

1.3 

1.1 

y /Y 
max char 

Insulator Close 

2.0 

1.8 

1.3 

1.0 
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current is diverted from the surroundings. At a Wagner 

number of one, the ic resistance becomes significant, and the 

differences due to the geometric variations become less important. 

In order to control the metal distribution, liary electrodes 

and shields can be placed at strategic points in the electrolyte. 

These devices are commonly used in metal plating operations. The 

auxiliary electrode, at the same potential as the cathode, redirects 

the current more effectively, but the current efficiency suffers since 

some of the metal is on the auxiliary electrode, rather than 

on the cathode. The shield is an insulating material. Although it 

increases the cell resistance, it does not generally affect the current 

efficiency. These devices can be simulated, and their effects on 

the metal distribution can be determined. 

The simulated metal deposit resulting from a primary current 

distribution, where the insulator and the anode were initially equi~ 

distant from the cathode is shown in Fig. 38. For certain applica-

tions a relatively uniform deposit in the corner area would be desirable. 

In Fig. 39 the result of placing a shield near the anode is shown. 

Some of the current is diverted from the , and a slightly blunter 

peak results. As the is moved closer to the cathode, the 

redirected current reinforces and sharpens the peak • 40). 

placing the shield at the location shown would be undesirable. 

Clearly, 

An 

auxiliary electrode placed at the same location as the shield in 

Fig. 39 produces a relatively uniform deposit around the corner 

(Fig. 41). If the auxiliary electrode is moved closer to the cathode, 

the deposit becomes thinned at the corner (Fig. 42). From these 
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Fig, 39. Simulated deposition on a corner electrode. Same conditions 

as in Fig. 38 except for the insulator near the anode. 

Fig. 40. Simulated depostion with an insulator near the cathode. 

Other conditions as in Fig. 38. 
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Fig. 41. Simulated deposition with an auxiliary electrode, at the same 

potential as the cathode, near the anode. Other conditions 

as in Fig. 38. 

Fig. 42. Simulated deposition with an auxiliary electrode near the 

cathode. Other conditions as in Fig. 38. 
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ons the optimum configuration is that shown in • 41, where 

the auxiliary electrode is close to the anode. The deposit is most 

form and the formation of the is suppressed. 

it ion a notch with kinetic stance was studied. The 

geometric arrangement is similar to the corner electrode, but the 

of the electrode that extends into the main recess intersects 

the at an acute angle. From symmetry considerations this 

arrangement is equivalent to a cell where a mirror image is projected 

across the insulator. Such an equivalent cell forms a notch with 

an ce that between the insulator and the cathode. 

Two geometric variations were studied: one where the angle between 

the cathode and the insulator was 11° and another where the angle was 

40°. The primary current distribution displays the same characteristic 

features as those in the corner electrode problem (Figs. 43 and 44). 

Because of curvature effects, a local peak forms above the midpoint 

of the corner. Where an electrode forms an acute angle with an 

insulator, no current can flow to the 

current distribution. 

at the vertex a primary 

As the Wagner number is ed, the peak at the corner is 

reduced, but little additional current flows to the base of the notch 

(Figs. 45 and 46). Even with the base , little additional 

current flows into the recess (Figs. 47 and 48). If the Wagner number 

is extremely large, the normal current density at each point approaches 

a constant value. The results of extreme kinetic control are shown 

in Figs. 49 and 50. In these cases the t 

at an acute angle, and the t in the notch 

the insulator 

the insulator 
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Fig. 43. Simulated deposition on a notch electrode. The angle between 

the insulator and the cathode is 11°. W = 0. 

Fig. 44. Simulated deposition on a notch electrode. The base 

is 40°. w ~ o. 
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Fig. 45. Simulated deposition on a notch electrode. W = 0.2, base 

angle is ll o. 

Fig. 46. Simulated deposition on a notch electrode. W = 1, base 

angle is no. 
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Fig. 47. Simulated deposition on a notch electrode. W = 0.2, 

base angle is 40°. 

Fig. 48. Simulated deposition on a notch electrode. W = 1, 

base angle is 400. 
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Fig. 49. Simulated deposition on a notch electrode. Constant local 

current density, base angle is 11°. 

Fig. 50. Simulated deposition on a notch electrode. Constant local 

current density, base angle is 40°. 
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grows faster than the deposit opposite the anode. The small angle 

notch closes faster than the large angle notch. This kind of leveling 

effect is referred to as geometric leveling. In this geometry the 

leveling efficiency can be defined as the ratio of growth along the 

insulator to the maximum growth on the electrode opposite the anode. 

The leveling efficiency is zero for a primary current distribution, 

and it is greater than one when a more uniform deposit results. The 

leveling efficiency is summarized in Table 13. 

It is interesting to note that the corner grows toward the insulator 

faster than points below it in all cases studied where Wagner number 

was less than one. This implies that an occlusion, which will increase 

the deposit porosity, will form under the conditions studied. For 

those cases, where the ratio of maximum notch depth is less than one, 

a Wagner number greater than one is required in order to avoid large 

occlusions. 

Mass TransEort Effects on Sinusoidal Profiles 

The effects of mass transport on growing sinusoidal profiles were 

studied. The surface concentration changes that result from ion depletion 

in the diffusion layer can affect the current distribution in several 

ways. The exchange current density is usually sensitive to concentration 

changes. In acid-copper electrolyte the exchange current density increases 

roughly with the square root of cupric ion concentration. The decrease 

in cathodic surface ion concentration that accompanies the passage of 

current has the effect of lowering the exchange current density. This 

implies that an /di becomes larger as the limiting current density 
s 

is approached. 
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Table 13. Ratio of deposit at the base of the notch 
to the characteristic deposit thickness. 

Base Angle Base Angle 
w 40° uo 

0 0 0 

0.2 0 0 

0.7 0.2 0.1 

00 1.5 5.2 
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The magnitude of the concentration overpotential also increases 

as the limiting current density is approached. In order to characterize 

this effect, a dimensionless quantity, analogous to the Wagner number, 

can be defined. Since the surface overpotential increases logarithmi-

cally in the high current density regime, it is reasonable to evaluate 

l3n /3il at an average current density; however, since the concentration 
s 

overpotential increases rapidly at high fractions of limiting current, 

it is appropriate to evaluate l3n /ail where the current density is en 

a max~mum. A dimensionless number that characterizes mass transport 

effects can be defined as 

(42) 

In order to calculate the reactant ion concentration at the 

electrode surface, the transport of the ionic species through the 

mass transport boundary layer must be computed. Unless the hydro-

dynamics is well-defined, this computation is extremely complicated. 

Considerable simplification can be realized by estimating an effective 

mass transport boundary layer thickness. For certain macroprofiles 

it is reasonable to assume that the boundary layer follows the profile. 

For a microprofile where the boundary layer is thick compared with 

the average surface roughness, it is appropriate to assume that 

the boundary layer follows the average surface plane. The surface 

concentration can be assumed to vary linearly with fraction of limiting 

current. 
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reactant concentration as well as by leveling agents. In one series of 

simulations the exchange current density was assumed to vary with the 

local fraction of limiting current (see Eq. 5). On the macroprofile 

depicted in Fig. 51, the boundary layer was assumed to be of constant 

thickness, and W was assumed to be zero. At a Wagner number of en 

0.18, the depression at the peak, characteristic of low Wagner number 

simulations, appears after the peak advances approximately 1.1 A • 
0 

Growing profiles the same system were also simulated under the 

assumption that the exchange current density decreased linearly with 

current density, as might be appropriate for a leveling agent. With 

the same applied potential the Wagner number is 0.45 (Fig. Because 

of this increase in W, the depression at the peak is suppres and 

more uniform growth is realized. 

Cases where the surface overpotential was zero but where concentra-

tion overpotential was appreciable were also considered. The simulation 

in Fig. 53 was run with W ~ 0.3 and W ~ 0. With significant concen­cn 

tration overpotential a more uniform current distribution is obtained, 

and the depression at the peak does not appear. If the concentration 

overpotential is reduced (W ~ 0.05), the depression at the peak en 

again manifested (Fig. 54). 

Because W en rapidly at high fractions of 

current, the current distribution exhibits a characteristic behavior 

under mass transport control, which is d~stinct from the behavior under 

charge transfer control. When mass transport control dominates on a 

sinusioidal profile, the concentration overpotential falls rapidly 
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Fig. 51. Simulated deposition on a sinusoidal profile. 

w = o.z,y = o. 

Fig. 52. Simulated deposition on a sinusoidal profile. 

w "" 0. 45 'y "" 1. 

A />.. "" 0.1, 
0 

A /'A "" 0. 1, 
0 
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Fig. 53. Simulated deposition on a sinusoidal profile. A /A ,. 0.1, 
0 

w "'0.45, "' 1. 

Fig. 54. Simulated deposition on a sinusoidal profile. A /A "" 0.1, 
0 

w "' o.os. en 
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where the current density decreases most rapidly, near the peak. The 

rapid drop in overpotential near the peak causes more current to flow 

to that area, On successive profiles this phenomenon causes a broad 

flattening of the peak. Although a shoulder forms away from the peak, 

the rapid increase in concentration overpotential reduces the tendency 

for diversion of current to that area, and no depression forms at the 

peak. The contrasting behavior of mass transport and charge transport 

controlled profiles is illustrated in Fig. 55. Equal quantities of 

charge have been passed in the two simulations. At W = 0.4 the peak 

grows fastest, and the profile begins to sharpen away from the peak; 

however, with significant mass transport control (W = 0.18, W = 0.21), 
en 

the broad flattening of the peak occurs. When the kinetic resistance 

is increased above the corresponding mass transport resistance (Fig. 56), 

more uniform growth Ls realized, but the characteristic broad flattening 

does not occur. 

On microprofiles the diffusion layer is thick compared with the 

average surface roughness. In this case the diffusion layer follows 

the average surface plane, rather than following the detailed profile. 

In order to facilitate comparison with the above simulations, the 

same initial profile was used. Although it is a macroprofile, the 

diffusion layer can be assumed to be correspondingly thicker to maintain 

similarity. The simulations shown in Fig. 57 were carried out under 

similar conditions (W = 0.18, W = 0.2) except that a thick (2A en o 

from the peak) diffusion layer, which follows the average surface plane, 

was assumed in one case; a thin diffusion layer, characteristic of a 

macroprofile, was assumed in the other. The characteristic flattening 
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ated deposition on a s profile. 

(o) W"" 0.18, W ""0.21; (~) W"" 0.4. en 

A/A..,O.l; 
0 

Fig. 56. Simulated deposition on a sinusoidal profile. (o) W"" 0.2, 

w "" 0. 3 ; (~) w "" 1. 3. en 
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le under mass transport control does not 

is assumed. These differences can 

of the concentration overpotential 9 

which 

diffus 

a function of both the local current density and the local 

thicknes • On the ini al le the diffusion layer 

decreases sinusoidal 

decreases more rapi 

the fl as 

le does not occur. 

Anodic Dis 

In an elec 

:ts accomplished 

modeled the 

along the s; however, the current density 

near the (see 

al decreases more 

t-li th mass 

Sinusoidal Profile 

23). As a result, the 

dly near the peak, and 

limitations on the macro~ 

process the reduction of surface roughness 

ally dissolving the protruding features. 

s as a sinusoidal form. He derived an 

expression for the in amplitude for a diffusion~ 

controlled process. Under the prescribed conditions Wagner demonstrated 

the cal of the diffus led problem and the 

ohmically controlled current distribution). Because 

of the on that the normal current densi is approximately 

to the current densi 

9 the solution is 

ratio (A/\) is low. 

normal to the average surface 

valid where the itude~to~wavelength 

A numerical simulation of the same lem was performed. The 

behavior of the disso pro le for an initial amplitude~to-wavelength 

) up to 0.3 was examined. Al Wagner assumed that 

dissolution, the peak dissolves the sinusoidal is maintained dur 
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preferentially, and some distortion of the form occurs. As a result, 

the peak and the recess are no longer equidistant from the average 

surface plane, and another definition of the amplitude must be invoked. 

I have chosen to define the apparent amplitude as half of the peak 

to recess distance. The average surface plane is defined as the mean 

distance of the profile from a reference plane. With these definitions 

quantitative comparisons with the results of other investigators can 

be performed. 

Wagner's expression for the change in amplitude with time for 

a displacement of the average surface plane u is 

ln(A/A ) = ~2nu/A 
0 

(43) 

A plot of -ln(A/A )/(2rru/A) vs A /A (Fig. 58) for the numerical solution 
0 0 

reveals the resulting differences. The solid line represents the 

relative change in amplitude extrapolated to u/A + O, where the maximum 

differences occur. For larger u/A, Wagner's assumption of small A/A 

is a better one, and the differences become smaller. The differences 

are also small if A /A is small. The current density in the recess 
0 

is always underestimated in Wagner's analysis. It is zero in the 

recess for an AA of l/2TI; thus, the leveling efficiency is always 

higher than that predicted by other methods. 

More recently, Fedkiw25 employed a regular perturbation technique 

to solve the dissolving sine wave problem. By including fourth order 

terms, he gave a better approximation for the current distribution. 

One of the equations resulting from his analysis expresses the ratio 

of the current density in the recess to the average current density 
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(44) 

noted that 's solution 1.s the t 2 terms 

• (44). It is clear that the series for A/A. greater 

than 1/rr and cannot be used that range; moreover, /iav 

th increas A/A. for A/A. than 0.15. The relative current 

ty the :recess must 

itude; hence, the four term is insufficient to describe 

the current for A/1-. than 0.15. The results of this 

ana is for the relative in amplitude are plotted on Fig. 58. 

ted the cal result. The :ratio of maximum to minimum 

current densi on the initial profile is illustrated in Fig. 59. 

It is clear that the on solution is superior to Wagner's 

solution 1.n the /A. range of 0.1 to 0.15. 

The displacement of the average surface plane required to dissolve 

a fied fraction of the original amplitude provides a useful measure 

of the leve e ency. The distance, expressed in terms of the 

tude, that the surface ane must recede in order to 

dissolve half the 1 amplitude 1.s in • 60. Since the 

and the recess are nearly 

must traverse a distance 

before the tude is reduced 

a half itude reduction is 

recedes a half itude. 

ly accessible for low A/!.., the 
0 

half. 

to 10 original amplitudes 

contrast, for A /A. • 0.3, 
0 

ished as the average surface plane 



140 

Fig. 58. Comparison of Wagner's solution with the numerical solution 

(o) and Fedkiw's solution (D) for the dissolution of a sinusoidal 

profile. 

Fig. 59. Ratio of current density on the peak to current density 

in the recess as a function of the initial amplitude-to­

wavelength ratio. (o) numerical solution, (D) Fedkiw's 

solution, (6) Wagner's solution. 
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9. SUMMARY AND CONCLUSIONS 

A model for simulat the transient behavior of electrodes under~ 

going deposition or dissolution has been developed. The model accounts 

for ohmic transfer overpotential, and mass transport limi~ 

tations. Although only two~dimensional and axisymmetric systems were 

simulated, the methods developed can readily be extended to three~ 

Finite difference techniques were used in the computer simulations. 

A solution for the primary current distribution simulations can always 

be obtained; however, convergence will not necessarily be attained for 

secondary and tertiary current distribution problems. An algorithmic 

procedure to overcome the instabilities inherent in these cases has 

been developed, With this procedure convergence has been attained 

for all reasonable values of the physical parameters. General guide~ 

lines for determining the computational parameters (convergence 

cr1 a, mesh size, time step interval) have been established, and 

error limits have been estimated, 

Carefully controlled electrodeposition experiments were performed 

in a contoured rotating cylinder electrode system, Two sinusoidal 

les were machined on different stainless steel cylinders. The 

ampl n~~~"~length (A /\) ratio was 0.1 in both cases, but the 
0 

actual dimensions were by a factor of 7 for the larger profile. 

s were with these two cylinders where the Wagner 

number was varied between 2 and 20. Because rough deposits were obtained 

in the acid~copper bath at current densities in excess of 50 mA/cm2, 
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all successful experiments were performed at average current densities 

2 2 between 25 rnA/em and 40 rnA/em • 

When the Wagner number is low, the current density variation on 

the profile is greatest. In these cases a shoulder tends to form near 

the peak, where the current density and curvature variations are rela~ 

tively high. As the shoulder grows, the increased curvature in that 

area causes current to be diverted from the peak, where a depression 

forms. When the Wagner number is high, the current density is more 

uniform, and no depression at the peak occurs. 

The kinetic parameters were determined from polarization curves 

obtained on copper rotating cylinders. These parameters, along with 

other physical property and geometric data, were incorporated in s1mu-

lations of the growing sinusoidal profiles. Based on the deposit thick-

ness, the simulated and experimental profiles generally agreed to within 

10 percent. The depression at the peak for the low Wagner number runs 

was predicted by the simulations. 

Since the formation of a depression at the peak of the sinusoidal 

profile was unexpected, this phenomenon was explored further. Primary 

current distribution simulations were performed with electrodes of 

different geometries, viz. sinusoidal, circular, parabolic, and 

biquadratic. The formation of a sharp peak was favored in cases where 

the curvature effects were relatively unimportant, e.g., the low A /A 
0 

sinusoidal profile or where the peak was initially sharp, e.g., the 

low focal length parabolic profile. In the cases that fell between 

these extremes, the formation of a shoulder away from the peak, and 

the formation of a depression at the peak was favored. As the Wagner 
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number is increased on any le studied, these effects are ther 

manifested at later growth stages or are totally suppressed. 

Simulations of tion on a rounded corner were performed. 

Several variations with different geometric and polarization parameters 

were studied. The primary current distribution simulation displayed 

a characteristic peak that formed above the midpoint of the corner. 

At a later growth stage the sharpened peak attracted sufficient current 

from the immediate surroundings so that depressions formed on either 

side of the peak. As the Wagner number was increased, the peak became 

less pronounced, and at a Wagner number on the order of one, the peak 

was no longer discernable. As the electrode separation was changed, 

slightly different peak characteristics were manifested, but at higher 

Wagner numbers these differences were minimized. 

The characteristics of the primary current di simulations 

1n a notch were similar to those for the corner problem. When the angle 

1n the notch is small, little deposition occurs at the base of the notch. 

With the primary current distribution, for all angles no deposition at 

the base of the notch occurs. Geometric leveling was demonstrated for 

the case of constant local current density, i.e., at infinite Wagner 

number. 

The s of mass transport on growing sinusoidal profiles were 

considered. The of reactant that 

the passage of cathodic current reduces the exchange current density. 

When this dependence is taken 

tribution results. As the 1 

account, a more uniform current dis~ 

ting current density is approached, the 

concentration overpotential becomes The f~c depend~ 
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ence of the concentration overpotential and surface overpotential on 

the current density is markedly different. Because the concentrat 

overpotential increases rapidly at high fractions of limiting current, 

a broad flattening of the peak results when the current density at the 

peak approaches the limiting current density. The surface overpotential 

increases logarithmically in the high current density range, This slower 

increase in surface overpotential causes the resulting profiles to be 

more uniform. 

On microprofiles mass transport limitations result in growth 

patterns that are different from the changes occurring on macroprofiles. 

When the diffusion layer is thick compared with the average roughness, 

the diffusion layer follows the average surface plane. In contrast 

to the mass transport controlled behavior of the macroprofile, the 

advancing microprofile under corresponding conditions does not exhibit 

the charac stic, flattened peak. 

Simulations of sinusoidal profiles undergoing anodic dissolution 

were performed, These simulations were compared with Wagner's analytical 

results. Because of the assumptions that Wagner invoked in order to 

obtain a solution, his prediction of the time-dependent decrease in 

amplitude is accurate to within a few percent for an initial amplitude~ 

to~wavelength (A /A) ratio of less than 0.05. Numerical results were 
0 

obtained for A /A up to 0.3. The simulations performed at high A /A 
0 0 

showed that the initial rate of change of amplitude, computed by Wagner, 

was ~n error by at least 20 percent. 



APPENDIX A 

PROGRAM DESCRIPTION 

The func 

the success 

of each 

les of a 

of the program for 

cathode tion 

1s outlined in this section; the details of each routine are described 

in the next section. 

All of the geometric, physical, and computational parameters are 

read-in, and initial for the surface potentials are calculated. 

The largest portion of the program is devoted to the iterative solution 

of Laplace's equation by the finite difference equation detailed in 

Appendix F. The overpotentials are from the polarization 

equations (some form of Eqs. 3 and 6). From the value of the total 

current, calculated in subroutine CURBAL, the time step is computed 

from the specified charge per time step (Eq. 9). The new coordinates 

of the boundary points are calculated from Eqs. 14 and 15. The conver-

gence ons are all made in this routine. The deci to halt 

the computation after the total charge has been passed is 

also made the main program. 

The weighting factor D 1n Eq. 11 is calculated in this routine. 

In this subroutine the total current is calculated Eq. 8. 

The calculation of the current density at each surface node, 

described in G and H, is performed in 
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Subroutine CURMAP 

The function of this routine is to print out the coordinates of 

the moving electrode after each converged time s In addition? the 

current densi , the derivative at each surface node, and other geometric 

information are also out. 

Subroutine DEP 

The values of the s comprising the cubic spline, which 

describes the electrode boundary, are calculated. The coefficients 

in the simultaneous ons of the cubic spline form a tridiagonal 

matrix, which is solved for the surface derivatives in the subroutine 

TOMET. The ordinates at the original abscissa values are then computed. 

Subroutine GE01'1 

The coordinates of the electrode at time zero are defined in this 

routine. 

Subroutine 

The distance from the electrode to node points adjacent to the 

electrode is from the ine polynomials. These values are 

stored for use 1n of the potentials. 

Subroutine IEST 

The initial estimates of all the als in the bulk are calcu~ 

lated 1 the potential between the anode and cathode. 

Subroutine INVSPL 

The coordinates of the le between the surface nodes are calcu~ 

lated from the ating polynomials of the cubic spline. 
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Values of the potentials at each node can be printed out from 

routine. 

The number of grid points between the electrodes at each abscissa 

value is established in this routine. 

Least squares smoothing of the electrode coordinates (prior to 

interpolation) can be performed to lessen the tendency for unstable 

behavior. 

Subroutine SPLN 

The derivative at each of the surface nodes is computed from the 

cubic spline. 

The unknowns in simultaneous equations, where the coefficient matrix 

is tridi , can be determined by the Thomas Method. 16 
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APPENDIX B 

PROGRAM DETAILS 

Euh of the routine and the subroutines is described 

below. The program variables are defined in the nomenclature section. 

Each statement is numbered by the MNF 4 compiler, and all references are 

to the numbers which appear to the left of each statement in the program 

listing. A problem involving deposition on a sinusoidal cathode is used 

to illustrate some of the features of the program (see Appendix E). 

Main Routine CURDIS 

All program parameters are read-in. Zero is the default option 

for all variables which do not need to be defined. 

97 The initial geometric arrangement of the cathode is defined in 

subroutine GEOM. 

The program variables are initi here. All potentials 

must be positive. A value of -64 indicates that no value has 

been fied for the potential of a given node. 

The initial estimate of the surface potential for linear 

polar ion can be determined explicitly. The distance 

between the anode and cathode at the specified coordinates 

KC,IC is used to solve for the surface potential PT(KC,IC) 

in the one-dimensional problem. 

For Tafel kinetics the surface potential cannot be determined 

explicitly; however, the method converges 

quickly on the correct surface potential. The concentration 

overpotential can also be included in the calculation (see 

Appendix J). 



Initial 

calculated here. 

of the current and step are 

Each surface node is ini al set at the same potential, cal-

culated in Alternatively, a surface 

can be fied (PTl). 

156 The grid is constructed in subroutine SETUP.· 

The coordinates of the profile can be punched on cards for 

later plotting. 

The derivative at each surface node is in subroutine 

SPLN. 

1 The ini a1 estimates for the potentials in the bulk electrolyte 

are computed in IEST. 

The counterelectrode surface is set equal to the anode potential. 

182 The initial geometric parameters are printed out in CURMAP. 

184-192 The initial error matrix is set equal to zero. 

201 The distance to the surface from adjacent nodes is calculated 

and stored in GFAC. 

208 The i of Laplace's equation begins here. 

The methods shown in Appendix F are used to calculate the 

als. The of node points that are calcu-

lated in each section are illustrated in Appendix K. 

The potentia.ls for ly spaced nodes in the (low 

node density) are calculated in this loop. 
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The potentials for equally spaced nodes in the auxiliary 

(high node density) are calculated in this loop. The potential 

for nodes adjacent to the boundary is not calculated in this 

section. 

The auxiliary grid for nodes adjacent to the boundary in the 

J+l position are calculated in this loop (see Appendix K, 

Fig. a). The normalized difference in potentials between 

iterations is stored in the E array. If the difference is 

greater than the error criterion, NEC is incremented to signal 

that continued iteration is required. 

265-291 The main grid potentials for the first row are calculated in 

this loop. The point in the I-1 position may be in the main 

grid (statement 272, Appendix K, Fig. b) or in the auxiliary 

grid (statement 279, Appendix K, Fig. c). 

If the first row is an insulated border, the node the I=1 

position takes the same value as the node in the I+1 position 

(see Appendix K, g. d). 

The potentials for the first row of the auxiliary grid are 

calculated in this loop. The potential at the I=l node can 

be in the main grid of the previous block (statement 

Appendix K, • e). The node at the 1,1 location in the 

auxiliary grid is calculated at statement (Appendix 

Fig. f). The potential for the node adjacent to the boundary 

is computed at statement (Appendix F, Fig. g). 



In this loop the potent s for the second last row of the 

main grid are computed. The I+l node may be the main grid 

of the next block (Appendix K, Fig. h) or in the auxiliary 

grid of the next block (Appendix K, • 1). 

The potentials of the second last row for the last block are 

computed in this loop (Appendix K, Fig. j). 

394-437 The calculation of the liary grid potentials in the first 

and second last rows parallels that for the main grid. 

439-449 The potentials for the J=l points on the auxiliary grid are 

computed in this loop (See Appendix K, Fig. k). 

450-455 The main grid potentials are equated to the auxiliary grid 

potentials where the points coincide. 

The potentials of nodes adjacent to the surface where no node 

exists on the surface are calculated in this section. The 

distances to the boundary have previously been calculated in 

subroutine GFAC. The potentials at the intermediate points 

are determined by linear interpolation. With these stances, 

the methods shown in Appendix A can be applied to these nodes. 

The statement numbers and corresponding illustrations in 

Appendix L are as follows: Fig. a; • b; 489, 

Fig. c; 495, Fig. d; Fig. e; • f; Fig. g; 

Fig. h. 

The potentials for the last row and last block are computed 

, in this loop. 

The values of the als can be printed out at fied 

iterations. 
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631 If all potentials are , the current densities are 

calculated. 

Loose convergence teria allow intermediate calculation of 

the current densities even if all potentials are not yet 

converged. 

641 The current densities are calculated in CURCAL. 

The weighting factor D in Eq. (11) is computed subroutine 

CONFAC. The details of the method are in the section on con~ 

vergence procedure. 

The coordinates of the maximum current density points are 

determined here. These coordinates are used if the maximum 

current density is a specified fraction of the limiting current. 

664-671 The concentration overpotential 1s calculated in this loop. 

Surface overpotential described by Tafel kinetics is calculated 

in this loop. 

693~697 The overpotential from a linear polarization equation is computed 

in this loop. 

The polarized electrode potentials are stored for the next 

iteration or time s 

The Wagner number 1s recalculated in this section. 

717-720 The convergence criteria must be met before moving the electrode 

boundary. 

The currents on the anode and cathode are determined in sub-

routine CURBAL. A comparison of the two results gives a measure 

of the accuracy of the solution. The t is calculated 

according the Eq. (7), 
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735-747 The new coordinates of the boundary are calculated in this 

loop (see Eqs. 11 and ). 

The optional subroutine SMOOTH performs least squares smoothing 

on the boundary. 

760-763 The new , the derivatives, and the grid arrangement 

are computed in the subroutines DEP, SETUP, and SPLN. 

764-778 After defining the new geometry the surface potentials from 

the previous iteration are used for the initial estimates. 

If convergence has not been eved, the old values of the 

surface potentials are used for the next iteration. 

781-792 The convergence status or the values for a 

are printed out in this section. 

solution 

815 If convergence is not achieved after the specified number of 

iterations, the computation halts. 

818 After the total charge has been passed, the computation is 

terminated. 

Subroutine CONFAC 

9 

The weighting factor FP (D in Eq. 13) is computed this section. 

fied (PT(KC,IC)) If the surface potential at the 

is proceeding in the same direc between iterations, the 

factor CFM is increased by 10 percent. If the potential 

reverses direction, this factor is by 40 percent. 

The factor CF reflects the the current density 

(ACE) between iterations. For stability a large value of ACE 

requires a smaller weighting factor. 



As the relative surface potential variation approaches a con­

verged value, the factor CIF is reduced. 

2 If the problem has not converged by the time 80 percent of 

the specified iteration limit is reached, the factor CIF is 

reduced. This procedure increases the chances of convergence 

for problems in which too few iterations have been specified. 

The limits of ACE for which the factor CIF 11 be ed 

or decreased are calculated here. In the initial stages the 

minimum limit CMI is on the order of 5 percent, and the maximum 

limit CMA is on the order of 10 percent. As the surface poten­

tial variations decrease, the limits are reduced. 

The factor CIF is increased by 20 percent if ACE is less than 

CMI and decreased by 50 percent if ACE is greater than CMA. 

21 The weighting factor FP ~s calculated by multiplying the 

ing components together. 

Subroutine CURBAL 

The approximate area AR of the cathode associated with each 

node is the auxiliary grid space divided by the cosine of the 

angle with the normal to the surface. A unit strip width (1 

em in this example) is assumed so that the current per unit 

electrode length is numerically equal to the current per unit 

area. The current density CD multiplied by the area increment 

AR gives the current CC. Summing these gives the total current 

CCT. Since only half of a grid space is associated with the 
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t and last nodes, these currents are calculated 

(CCl and CCL). The average cathodic current is the total 

The anodic current is determined by an 

A three point numerical differentiation formula (see Appendix 

G) is used to determine the potential gradient and the current. 

The Y-component of the current density is calculated in this 

sec If the fractional distance FD between the surface and 

an adjacent node is less than 20 percent of a space, the 

adjacent point is ignored in the computation (see Appendix G). 

The angle of the electrode is determined so that the appro~ 

priate nodes and distances are used in the calculation of the 

X~components of the current density. 

52~56 If the nodes for the numerical differentiaion fall in adjacent 

blocks or on an insulated border, calculations must 

be performed. Control is transferred to the section 

for these special computations. 

An image is used for the of the x~component 

of current density near an insulated (see Appendix 

Nodes from the block may be in order to perform 

the (see M, Fig. b). 
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The potential at the node in an adjacent block is calculated 

in this section (see Appendix M, Fig. c). Quadratic Lagrangian 

interpolation is used to determine the potential in the adjacent 

block (see Appendix H). 

For electrode surfaces in a recess, the X-component of current 

density is set to zero. 

The interpolated potentials are calculated for use in the 

3-point numerical differentiation formula. 

128~139 The numerical differenti on is performed 1n this section. 

140~165 If the angle of the normal to the surface with respect to the 

established coordinate system is greater than about 35 degrees 

(see Appendix G, Fig, a), the X-component of the current density 

on either side of the boundary node are calculated and a linear 

interpolation is performed to calculate the X-component at 

the given node. 

166- The current density at each surface node is calculated from 

Eqs. 11 and 12. positive values of the current density 

are not physically possible, a reduced estimate for the current 

density is used in this case. The average normalized change 

1n current density between iterations through this loop is 

also calculated here. 

CURMAP 

The values of the current density, the coordinates of·the system, 

and other pertinent data are printed out this routine. 
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In order to interpolate the ordinates back to the original abscissa 

values, a is constructed the new coordinates. 

The ordinates can be obtained from Eq. 2.1.10 in Ahlberg et a1. 17 

solving the simultaneous Eq. 2.1.16 for the derivatives at the surface. 

6-70 The coefficients {A(AL), ~(AM), and C(C)) for the simultaneous 

Eqs. 2. L are in this section. 

7 The values of the derivatives can be determined by solving 

the simultaneous ons by the Thomas method in subroutine 

TOMET. 

The new ordinates are determined by Eq. 2.1.10. 

Subroutine GEOM 

The problem geometry is defined in this subroutine. The counter­

electrode is assumed to be flat and perpendicular to the insulated walls. 

In this example the distance between the anode and cathode is 

Y .. 3 + 0. 2cos ( 2TIX/A). 

Subroutine 

7-52 If no node exists on the surface in the I-1 position, the 

distance to the boundary is determined and stored for use in 

the potential calculation (see 

be calculated from an implicit 

L). The distance can 

of a cubic interpolating 

polynomial of the spline; the computation is performed in sub­

routine INVSPL. 

The distance to the electrode surface, where no node exists 

in the I+l position, is calculated here. 
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64-74 The distances to the I~l, J+l, and I+l positions are stored 

~n XL, XU, and XR, respectively. 

20-22 The potentials for the ma~n grid are linearized for the initial 

estimates in the bulk electrolyte. 

Linearization of the auxiliary grid potentials is performed 

for the initial estimate. 

Subroutine INVSPL 

For a given ordinate, the abscissa value can be found by an impl t 

solution of an interpolating polynomial of the cubic spline. Newton's 

method is used to locate the root. 

Subroutine PMAP 

The values of the potentials at each node are printed out from 

this routine. The values can be printed out at any specified interation, 

and the converged values can also be obtained. 

SETUP 

The auxiliary grid is constructed in this section. 

The point closest to the counterelectrode is determined in 

this loop. 

Auxiliary nodes fill the grid that are the specified distance 

(NAS*DX) from the point closest to the counterelectrode. 

The distance from the closest node to the surface is computed 

for each row and is stored in DU. 



Subroutine SMOOTH 

In this optional subroutine the coordinates of the boundary after 

passing , but before interpolating, can be smoothed by at least 

squares technique. The routine POLFIT, described in the Sandia Program 

'b 27 f' h . h 1 d 1 . 1 h h L1 rary, 1ts t e po1nts to t e owest egree po ynom1ca sue t at 

the rms error of all points is less than the specified criterion ER 

(in this example 2 microns). 

The derivatives at each electrode surface node are determined from 

the cubic spline. The method, equations, and nomenclature are identical 

to those in subroutine DEP. 

Subroutine TOMET 

The Thomas method is used to invert a tridiagonal matrix. This 

matrix arises from the simultaneous equations used to solve for the 

the derivatives at the electrode surface. The nomenclature used in 

the program parallels that in Lapidus. 16 



A 

AA 

ACE 

AL 

APHI 

AVI 

B 

BPE 

BV(K) 
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APPENDIX C 

PROGRAM VARIABLES 

constant overpotential in 

alphanumeric title 

~ A + Bi 

average current error between iterations 

overrelaxation parameter 1.85 

arctangent of absolute value of the derivative 

average current density 

1) linear overpotential slope 

2) Tafel overpotential slope 

error in surface potential 

base vector; distance from counterelectrode to auxiliary grid 

BVV, BVM, BVP, BVN base vector 

CAS anodic charge/time step 

CAT anodic current 

CCC cathodic charge/time step 

CCT cathodic current 

CD(K,I) current density 

CDO exchange current density 

CET sum of normalized current errors 

CF current factor; the component of the weighting factor FP that 

is a function of the current error ACE 
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CFM consist~ncy factor; factor component that 

on whether the surface potentials are lating. 

CIF component of weighting factor that increases as successive 

current errors within limits 

CL limiting current density 

CLC constant in limiting current calculations 

CLM limiting current density 

CMA maximum change ACE above which CIF is decreased 

CMI minimum change in ACE below which CIF is increased 

CN current density 

CON electrolyte conductivity 

COV(K,I) concentration overpotential (V) 

CPC 

CSA 

cz 

D(K,I) 

DA 

concentration overpotential coefficient 

absolute value of the arctangent of D(K,I) 

PT(KC,IC) at the iteration r-1 

derivative at electrode surface 

distance to J+l point 

DC, DCF, DCZ variables to determine whether PT(KC,IC) is changing 

in a consistent manner between i 

DD D(K, I) 

DEN electrode densi 

DF 

DL 

deposition factor; 

stance to I~l point 

DLD(K,I) diffusion layer depth 

DM, DP are DX(K) 

t volume/C 
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DMA, DPA are DXA(K) 

DR distance to I+l point 

DT time step increment 

DU(K,I) distance from electrode to point below 

DV voltage difference 

DVX potential in the X~direction 

DVY potential gradient in the Y-direction 

DX(K) main grid spacing 

DXA(K) auxiliary grid spacing 

DXL distance to I-1 point 

DXV(K,I), DYV(K,I) DVX and DVY, respectively stored for output 

DZ DX(K) 

DZA 

D2 

E(I,J) 

EAV 

EE 

EN 

ERR 

ET 

FE 

FLC 

FP 

FW 

DXA(K) 

DU(K, I) 

relative potential error at I,J 

average potential error ET/IE 

PN-PA(K,I,J) 

relative normalized potential error 

convergence criterion for normalized potential error 

sum of EN 

Faradaic efficiency 

specified fraction of limiting current 

weighting factor for surface potentials 

formula weight 
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I row index 

IC specified row coordinate where current density is relatively 

high 

ICL iterations tn the current loop (subroutine CURCAL) 

IE number of points used to compute EAV 

IGK IGR(K) 

ILM maximum specified interations in potential loop 

IM 9 IN, INB row indexes 

IPOT flag to indicate whether converged potentials are to be printed 

out (l=yes, O=no) 

IPU flag to indicate whether cards are to the punched (l=yes, O=no) 

IS(K,I) row coordinate for points adjacent to electrode and in I+l 

or I-1 positions 

ITC iterations in current loop at a given time step 

ITM maximum specified numer of time steps 

ITP iterations in potential loop after exiting current loop 

ITS number of time s 

J column index 

JD, JH, JL, JR, JU 

JS(K,I) column index 

column indexes 

to 

K block index 

KB total number of blocks 

KBM KB-1 

K,I) 
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KK, KM, KP block indexes 

KC block index where current is relatively high 

LIT iterations in potential loop 

LL(K) number of points of type IS,JS 

LLT LL(K) 

MA(K,I) number of columns in auxiliary grid at a given I 

MAA MA(K,I) 

ML(K) number of columns in main grid 

MLL ML(K) 

N NR(K) 

NAS(K) number of auxiliary squares of main grid dimensions to be 

generated between main grid and electrode 

NEC 

NIPO 

number of potentials tested exceeding the convergence criterion 

number of iterations in potential loop before calling subroutine 

PMAP 

NKM, NM, NMG, NMN, NMl, NM2, NNl row counters 

NR(K) number of rows in auxiliary grid 

P(K,I,J) main grid potentials 

PA(K,I,J) auxiliary grid potentials 

PHI angle between electrode and x~axis 

PI 3.14 

PN potential at r+l iteration 
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PO, PR, PL potentials 

PRO 

PRP(K) 

PT(L) 

PTl 

proportionali factor for linear interpolation 

potential to the right of ,NMG-l,MLM) 

surface potential 

specified intial estimate for the surface potentials 

RBE, RBM average and maximum normalized error in surface potentials, 

respectively 

T, Tl, T2 temporary s locations 

TeA cumulative anodic charge passed 

Tee cumulative cathodic charge passed 

Tm t~e 

VA anode potential 

ve cathode potential 

vee variable convergence criterion 

W block width 

we Wagner number for concentration overpotential 

WeT Wagner number for charge transfer 

WF 1/(l+WN) 

WN Wagner number 
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X x~distance from origin 

XA, XB temporary distance s 

XL(K,I), XR(K,I), XU(K,I) left, right, and upper distances from 

electrode, respectively 

XN(K,I) new X-position of each electrode point after deposition or 

dissolution 

Y(K,I) distance between electrodes 

YD, YL, YR, YLL, YLN, YRR, YPX, YT, YU, YY Y~distance temporary 

storage 

z valence of depositing or dissolving species 

Vari 

A work array used in subroutine POLFIT 

ER maximum rms error between the polynomial curve and the surface 

nodes. The lowest degree polynomial which is less than the 

rms error is used for smoothing 

IERR flag from POLFIT (1 is normal execution, 2 is error in input 

parameters, 3 is polynomial of degree greater than L is needed 

to meet the rms criterion.) 

NORD 

R 

n,YY 

degree of polynomial used the smoothing 

ordinates of the polynomial at the specified abscissa XX 

coordinates of surface nodes after deposition 
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APPENDIX D 

PROGRAM LISTING 
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70 
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Cl.!"ll S $$P~OG~~M CU~OIS INPI.!T,OI.!TPUT,PU~CHI*• 
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11.!!.._ __ _j)_2_l_2_5'1>_iil_ )'[I\ I il, ) • 1-1 Ill I 
lZI. 0212511 DO 1'0 ~·l,lDI 

130. 

-l'i'f.-
14<11. 
141. 
14~,_ 

--- f~ii. 

150. 

c 
C INITIAl ESTIMATE fOR TAfEl PGLA~Il~IID~ 

c-2144oil-­
ou""ze 
02144311 
C2H50B -------(-

lfi(LC.EQ.OI Cll't-> I. HIS 
lfii3.GT.Cl~l 13• .9990Cl~ 

161. C2H45!1 PU\ICI-1 23B,nU,II,I= 1,1>.~0 
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-...! 
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CURD IS *•PROGRAM SII~?UT,DUlP~l 

·------i29:- -an1<.&.s-------- ---- ----­ $ Mlli~MAfi;li=z-----------------------------------------

nz. oznsu; 
233. 021?558 

----------~------ --- ----- -- --~-- ---- ______....__ ·-- ---------

253. 030HlOS 

254. -zs-s.- (j,jof04a 

,?(,_'!, lfilGK.Ey.U GO W 700 c-·-- ----------------------
2~5. 0301258 t -~P~O~l=E~N~i~I~JI~l~S _________________________________________ _ 

26®. 
ZMI. 
272. 
D!?. __ -
2H. 

---------zif3~­

zas. 
286. 
?_ll_?, 

c3ozo3e 
0302018 
C3C2HS 

-(l3_1l?ll!!J_ 

lP.,WP!IlM•l $ PI'.IF 11fP-UI'-U$CI'IIIOI'I $ llXl=lll'l 

·oxt=llifil ________ ---------
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0 

"' -, 
u 

_, 
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WI 

·"'"' " ... <.,)=· 

,.JJ * 
i<:.,! 

z; ~I 
O.!- ~ 

'"'­-·01:9 
-lw ~ 
9' (>-

OC::OW«lOO 
f\J•.O.;$'P..f\J 
l"l;f<\-$ .g U\ 
N•Nf\,Nt'\1 
UUO'='O 
fi'\t""\""ll"''f"'' 
Q,tJ 0 y 0 

"'!I 0 (i (> 
(t)l(f>Q-N 
001® 0" IJ' g. 
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•' 

0 0 0 0 0 0 o. 0 &• .. 0 

ffl·.Q'<M~"»®Q'Ql~NP'ioQ 
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Iff! -@P<>«HJ• 
YOYUY 

·~""~~ M M M fA f'1 f"l 
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I 
o a I} t~l 

!::! ::;!! ::!! 
Pt#\f'l""l 

; 

i 
I 

0 0 "'o, 0 0 
. @'>- N~.'o!i' U"' 
Nff\.ff't~!ftl(f'l 
f'.'lf"\·f'i\r.-,:f'lf'l'\ 
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CU~CI S 

345. 
H6. 

35 

0305036 
OC5C5B 

03C~I7B 

--- -~-----·- ---- --~---

••PROGR>-'1 CU~OIS! INPUioOUlPIH,PUNOJIU 

c 

18~ 

·-790 

-· ---- l ~ST ROW 

c 
351. - SCO CONHNUE 

_______ )~ 
361., 
36'J. 
310. 0_30E228 

c 
C fCR MG 

c 

UGE 

-$ PI<O• !Vii-::1iP Ri"<lPA 1/DPA ----------------------

5. 

JH. 
HS. 

381. 

390. 
J'J3. 
3~4. 

JSS. 
lH. 
3~s:·-
3s9. 

C3C 
()30 

C3CBHI 
OC H3il 
03C?41B 

"TI(i45i3" 
C3( 14111 

E50 

( 

t -fOR -~~G 

lf!YP.Gi.SVP-I.f-€1 GO lO 885 

~ 

-.....! 
0\ 



CUiiOI S 

;oo .. 
402~ 
403. 

404 .. 
405. 

412. 
4B. 
4H. 
~IS. 

"1. 
418. 
4 Ill. 
420. 
421. 

4122 .. 
42l. 
414. 
425 • 
.iu. 

421. 
428. 

030l6b8 

030"1<'>1>!1 
OC llO!l 

() ICHil 
OHCIS!l 
cnczcs 
t3 icus 

o:iass11 

OJH61B 
cnoi>il 

03Ul40 
C3H21B 

( 

c 

( 

. . ( 

42'i. OHll!l 
430. oH IUS 
431. (jJ ----- -,32:- 6: 

011468 

ij 

1:~ ll61l>S 
- ,j] &fii>ll" 

IC 

••P~ObRA~ CuPOISII~~UT,OUTP~T,P~~Crn** PAGE 

fuM Mf IN NEXT BlOCK 

------~------

,MlMI•II.-I.IIG-i<&$ili>liPii<i -PIIi,NNI, ni<ifl 

, Jlif-~ 1»il u 12 ·'"' i ~+ ii'Jlifi,!-" ,, J <ii->o[AT!iioi!l!iil.!•!llAi 

--------~- ·----· ··--- ---

--- ------ ---------------

c fOil I<GP!l!G fNTEilf.<.tE ________ _ -- - ---- -·- --------------------------
c 
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------ --------·-· 

------·· ----------
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-----~-

TO 940 

$ PA=PO•Il!</lllA*iP~iK,Z,JRI-POI ~ P3=PI -----·---- --·--------- ·- ---------·-

j>a;;pfiiiJi.:l"iilli"~ fi'liTI< ;-"N¥1; ::ITT-'l'lJT $ --p-,;1' 1 

_YI,_:_'If_I_K_M ,~~<_-~!_!_ !.~= ¥1 K, l 
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( 

52il. ----IHOR.lT~DZ;fl GC n 944 
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<.u~D!S 

525. 
526. 

521. 
526. 
530. 
5 31. 

532. 
537. 
53<1. 
53<;. 
!>4>0. 
543. 
544. 
545. 
546. 
547. 
548. 
549. 
550. 
551. 
553. 
':S4c 

555. 
551>. 
557. 
558. 
55'l. 
sw. 
S6.l. 
5!.3. 

564. 
51>5. 
566. 
567. 
s6s. 
569. 
510. 
5H. 

572. 
sn. 
sea. 

51&2. 
583. 
se~t. 
5115. 
566. 
551. 

sea. 
5!19. 

OH5l58 
c 31544!\ 

CHSHB 
C31545!1 
0315518 
0315548 

0315558 
0~151>66 

OJI5141l 

c~ 
0316106 
0H<H4il 
0316178 
0311>2<>6 
O~Hll>ll 

Olc21B 
Cllo306 
0316376 
0)11>40!.1 
OU65ZI3 
C3H53!! 

C31657S 
CHi>Uil 
0316635 
0!1661>!! 
C31t<btll 
on.:.?os 

Cli121B 
01726!! 
CJI BOll 

0311426 
cnosm 
Oi\!7526 

OH 755!1 
on '""s 
!HIH2S 

· oliio3os 
C32oHII 

ooPROGkAM CURDISit~PUI,CLTPLT,PL~CHI•• 

P3= PQi-Ok/ C l A*« PA ~K ~ 2w JR ~-PI) 8 
GC T(; S5l 

C 1="1141 
'S4> CCI>TINuE 

JR=MA! KP.II § Jl=MAIK,I-11 
lfi!Jil .• U .OZA I GO IC ~4b 
lf!K.E~.KBI ~C TC 94® 

fOI< P3 1'<01 CN !!CROER 
YR=HKI'd § 8Vf>;=I!VIKI'I $ YY=Yil<.,ll § ~AI\=H-S•N Pli\='lXA!KPi 
If I K. Hi. Kill JR=I'AIK, hi I 
JU= If I XI YANfOlN 1•2 
lfiJV.GE.JRI JU=JR 
Jtl=JIJ-1 § VD=IJ!l-ll*llli<•BVN § YU=Ytl•Ol~ 
If I JU .1:<.1 .Ji<l 1(,= VR 
PRC=IYY-Y[I/IYU-YCI 
P3=PAIKP,IoJUiti'RG•IPAIKP 0 1 0 JUI-PAIKP,I,JOII 
GO TO <;49 

<;46 CCMIMJE 
lfiK.EQ.KBI GC 1C ~41 
Pl•PO•OR!OlA*IPAIKP,I,Jki-11'01 
G( 1C '14'l 

~4F.Jit=l'il\l I•U § PJ=PO•OR/OlA•IP~IK,hi,Jki-PU 
GC TO 

S48 PJ=PAI~.I•I,JI 
C fOO II' I 

c 
( 

( 

( 

c 

949 llll!f 
If LT.OU.I G( 1C 950 
1'1=1'1\IK, 1-I,.H 
GC TC 951 

950 lONHNI£ 
Jl.=l'i.\IK 1-11 $ GO 10 ~38 

951 
11"1 I' UOU Plilllll•ll* I PAl K, I, .f•i llfl~• 

"I'JIIK,I,J-1 II HI"'U.illl•I.IORh T2*11./JA•I.IDlAol 
[~=11'~1'1\IK,I, liP~ 
lfiK.III~.IOCI li( IC ~52 
UI,JI=EN 

'l52 M,E 
- i.G l.ERR ll?fC =NECH 

I.JI•I'AIK, loJHAl*II'N-I'A!K, loJ I 
953 
955 CONTII\IIJ£ 

fOR .~liST ROIO Lj\Sl lill!=CK 

$ =1\1-1. $ IGK= IGK•I § !1.>1"1=1\l"'G-1 
K!!l II l:ll=llliiiK!ll $ SVV=i!V.IKBI 

lfiiGI!IK!II.EQ.li 00 Til 91C 
fOR I'IG . .. 

Ji •i>{Kil,iii'IG,Jii:§"~i>'i i<.s ;i.li-!G;j..: l !T/4. 
111>1> 

1\U.=I>ECH 
JI•PIK!I, NI'IG, J hllll*II'N-I"I_Kii,.NI'!G,J II 

$ ~AI=~AA-l $ MAZ=I'IAA-2 y !:'". ~ i'\ll, 111-_11. 

!'~ .. ~_ L· 

./ 

--...! 
1.0 
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593. 
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5~5. 

!;>_CQ• - . 

601. 
<>C2. 
60]. 
605. 

;.c~o: 

610. 
loH. 

--~Il· 

bU. 

b 
-~, 

.r.u. 
619. 
620. 
621. 
~o:n. 
623. 
62~. 

625. 
626. 
621. 

630. 
o:u. 
632. 

633. 
634. 

6~7. 
6311. 

M2. 
1:43. 

"""· 64>5. 
646. 

<.47. 

U~ROG.RIIM O.HOISI INI'tHoOUTPUT,P[j:j(Hji>-$ 

032Cl78 00 980 J•2oMII2 

KB;N-~-JDD 
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- i:32i.Tis-
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0321558 

()}2!748 
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C322C5!l 
03220cii 
02208 
032214!3 
032222 8 
0322248 
022258 
0322HB 
CU2Hil 
03223511 
03224011 
C3.<151il 
032256!! 
c:zu,:is 
c !226]8 
03221>511 
0322HB 

0]23()58 
03210711 
Cl2Hlo!l 
032:1145 
0323156 
c~n us 
ll321211l 
on'ns 
Cl2HlB 
03233Hl 
C~lJBB 

!ll2335!l 

PN•Olfll"' PAl KS, NMI, II• Dl*CZM TIll !'~<I PAl KB, No 21•P I K8 ,N~G ,M U~l • DU 
lOll - . - - -. - . - . - . -

__ !_!:~.) - --

( 

( 

I 1<=1.-! 
I, N 

I'IAA•MAU(,Ii 
00 Hi65 J•lo!>!Jiolt 

TC ION 

EUoJI .GT.E!iRI PRINT 10&4, j,J,E !,JI 
ICc'< 1· S,IPH0.21 . 

i • .3T.IlMI GC iC 1080 
.o i GO TO 1080 

HIS.Eil.O .tPC.E,.Cll GC 
CUl CO Hill AfTER .lCCSIE 

.E-4*1 I 
U.l 

II'IEAV.GT.VCC! GO 10 300 
lf!HP.GT.'l*IOOO. *ER!UR&HU GO HJ ICSG 
GG 300 

ICIIO INU€ 
IJP;O $ HC=HC•I 
(All (IJ!((Al 

If IMO!ili Ut- U, 201 .EQ.CI PRINT 3U~ 
lfl P~T.EG.II GC TC 90JO 
IP~T=I 

GC TO 300 

FOR lo.fiGHTilliu 
IFII:PC.EQ.O,AIII[.B.fll.IH GO TO 3155 

PAvl II 

_,_ ---~ _, 

...... 
00 
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<>48. 
t4S, 
6~.1. 

651. 
652. 
<>53. 

654. 
655, 
656, 
657. 
658. 
65\1. 
1>60. 
ttl. 
662. 
663. 

664. 
665, 
6t:.b .. 
6~ 1. 
66!1. 
6t9. 
670. 
671. 
612. 
673. 
674. 
!>75. 
61rb, 
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678. 
67S, 
6EC, 
682. 
tel. 
Ml4, 

<85. 
681>. 
1>81. 
1>88. 
689, 
&<;O • 
tSl. 
692. 

<093. 
I>'H, 
bS5. 
696. 
6'17. 
t>SII, 
l>'ll9. 
1\)0. 

101. 

0323378 
C3lHIB 
032H3G 
0 323HB 
023476 
032}516 

() .12 3526 
0323528 
C32355S 
OJI2.l56!1 
0323616 
0 32 364:13 
032310!1 
C3231H! 
0237613 
0 32 4008 

iH24006 
032404!1 
024068 
!Hl4US 
032414!1 
C324ZC8 
O.l2425S 
OJ\24345 
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03243411 
o.;z~Hs 

OH43~1l 
032431>!1 
C3l44IB 
03.!44211 
0324458 
CJ2441!l 
.)}24511> 
032461:)11 
C3246Ul 

iH24718 
C3l5Clll 
C3l5t6!1 
Ol25BII 

C.l2516S 
0 
0325~ 
032534!1 
0325418 
C32S41!l 
Cl255Gil 
03255;!~ 

032554!! 

4> ®Ptk.L'GKt ""'i C URO i ){! 1\u;L 1 ~c U TPUT .Pt.l\:Ct~) $$ 

!HACE.GT ooL IGl TO 30C 
PR•f'HKC,il 
CAll CCNfAC 
CCC•lQ$ER~ 

!fiCPCoE\l.O! GC i( 3HZ 
If flC.E~.Ol GC TC 3135 

C fiNO ((lMOINAIES (f MAX CU~MEKT PCINT 
CDMAX•CDI 1, II 

DC 300 K•l,KB 
I'.MI=li!RUI-1 
00 3!3C l•loNMl 
IFICDIK, •i olT.CC~M I GC TC H30 
COMtH=tOI K,! HI 

3130 CONTINUE 
31 35 CC~ l ~UE 

00 3141 K•loKil 
N=NRII< I 

CONCE~TRATIC~ CVERPOTE~TI~l 

UO 3141 l=loN 
Cl•ClC/ OlC!K, II 
If !flC.NE. Cl Cl"CO~AXIfl( 
HC•COIK.II/Cl 

f!HC.GT .11 HC• .999 
CO~(K,Il •-(PC* ~lCGU-HC 

H41 COlT l'llJE 
3142 CCII!TIMJE 

SPf =0, 
CU=J 
RBI'!=() 
l•C 
00 3150 K•l, Kll 
II!MI Ki -I 
lfi Kill ~I!I=NRIKl 
DC 3150 l=loNIH 
CO!l=~BS!(!HK,III $ lf!((C,U.COOl (O!l=I,OI•CDC 
l=I.H 
J•~JI;!K.II 
I 

lAHl 
1'1\i•VC•e*AlGGICI:C/(CC I•CCV IK, I i 
lli'E •AI! SI!I'N-PJ\ I K, I, J! I IFNi 
ifiSI'E.GT ,i<6Hi RBM=SPE 
lfiPN.GT.~AI P~=VA 

K,l ,JI !<.,I,JI•fhiPI\!-I'~IK,!,Jii 

GO l(j 315C 
H45 Wlllllii:UE 

( liNEAR PClAR!ZATICN 

c 

PN=Ii{•,HB*CDI II+CCVIK,II 
I K, I,JI lfi''li 

oJI •I'AIK,I ,JHfPoiPN-I'AIK,IoJI 
3150 ... 

RBE•CIIU t 
Ji55 (01\ilii\IUI' 

DO li~<b K=l,Kil 

,)_ J. u 

c.. 

-00 -
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102. onsse,a Nl'if;Niill<i;:i~-
10. 0325578 IF!I<.EO.KSI M>II•N~II<I 

r-·---m:-0325628 -~--·oo 3156 1•1,"1'11 -"----------

101. 
708. 

- -~----709 :-. 
no. 
111. lc 
712. H.D .. UifH-C!JMAAI 
'IU. -~~ -~ --~ 

Hl. 

'12.9. 
no. 

HI. 
132. 

1!H. 
134. 

hs. 
HI>. 
'1311. 
na. 
739. 
1/'1>0. 
H4. 
745. 
1141>. 
1/1,11. 
11411. 

149. 
1150. 
1151. 
1S3. 
155. 

15$. 

111>5 
If! Rl!li!.G 1. 1000. GO TO 11 ob~ 
If !A(E.Gl.C(C I. GC Ht.5 

0326HB 
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APPENDIX E 

DEPOSITION ON A SINUSOIDAL PROFILE 

The or of the s cathode as it deposition 

is treated 1n this section. In this lem the solut side of the 

anode is ial (i.e., there is no current dependence of over~ 

potential), but surface al, described by Tafel kinetics, and 

concentration al, des by . (4), are present at the 

cathode, In addition, the anode 1s assumed to be inert so that it does 

not dissolve upon passage of current. 

The choices of the parameters are shown on the first page of output. 

2 The Tafel slope is B = 0.1 V and 1 = 0.001 A/em • A main grid spacing 
0 

of 0.2 em and an auxiliary d of 0.1 em are used. The anode 

is set 10 V higher than the cathode potential, which is at 1 V, The 

overrelaxation of 1.85 1s used for all computations. The 

convergence criterion for als in the bulk is ERR= 10-6 • In 

principle, the relative potential for each node on successive 

iterations must be less than In practice, to save computation 

time, only the nodes at the are tested for convergence. Three 

convergence criteria must be met s taneously for convergence to occur: 

the relative 

the relative 

differentiation) must be le s than 1000 ERR ~ 1 , and the average 

relative in current densi must be less than 10 ERR "" 10-S, 

Five hundred i are fied as the number of 

iterations per time s When this limit 1s exceeded, the computation 

halts, Two time s are fied; the halts after the 
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second step. In order to suppress the potential map, a large number 

of iterations (8000) is fied The electrolyte conductivity is 

-1 -1 
1 ohm em • For the formula weight, metal density, and valence, the 

values for copper are used, With 100 percent faradaic efficiency, 

-5 3 3.7xl0 em of metal is deposited per coulomb of charge. Since a 

higher current density is expected near the peak, the surface node of 

the tenth row of the block is chosen as a pont where a high current 

density occurs; this point is used for initial estimate and convergence 

calculations. -2 The pre-logarithmic factor in Eq. (6) is 1.3xl0 V. 

In this problem I have specified that the highest current density point 

is at 50 percent of the limiting current density. Alternatively, one 

can specify a diffusion layer depth and other constants which determine 

a limiting current. The number of coulombs/time step is specified as 

750. 

Under T = 0 in the output, the initial geometry and initial esti-

mates of the surface potential are printed out. The row number, the 

X and Y coordinates, and the number of points in the auxiliary grid 

in each row, as illustrated in the output below, are printed out. The 

initial estimates of the current and potential, as calculated from the 

tenth row (IC), are also listed. The derivatives are calculated 

numerically from the cubic spline. For certain nodes adjacent to the 

surface, the di~tances from the nodes to the surface and to surrounding 

points are listed after the geometric map. 

The convergence status status is printed (from line 780 in routine 

CURDIS) each time the surface potential is re-evaluated. The headings 

explain the numbers which appear immediately below. From the current 
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balance one can see that the anodic and cathodic currents are within 

0.02 percent of each other. The coulombs passed is also printed. 

In the first time s ~ the time for deposition is printed out. 

The new coordinates just after deposition are printed along with the 

coordinates which result from interpolating back to the original 

X-coordinates. The current densities and the X and Y components of 

the current density are shown. The last column (not labeled) is the 

concentration overpotential in volts. The profile at each time step 

is illustrated in Fig. 10. 

The execution time for this problem is 0.6 s on a CDC 7600. A 

total of approximately 150 nodes are used in the calculation and 360 

iterations are required in the potential loop; 23 iterations in the 

current and surface potential loops are requried. This amounts to an 

~s 
average computation time of 10 s per node. The total job cost includ-

ing compilation and overhead is $1.45. 
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APPENDIX F 

CALCULATION OF NODE POTENTIALS 

In order to calculate the potential at node zero in Fig. a, the 

distances between the node zero and the surrounding four numbered nodes 

is determined (see subroutine GFAC). The distance between node 0 and 

node 1 is denoted as h1 , between node 0 and node 2 as h
2

, etc. The 

potential P(X,Y) in the electrolyte can be approximated by a polynomial. 

P(X, Y) 

where the coefficients a. are to be determined. Node 0 ~s considered 
~ 

to represent the origin of the cartesian system 

pl ~ p ~alhl + 
2 

"" a3hl 0 

p ~ Po alh3 
2 

"' + a3h3 3 

p2 ~ p a2h2 
2 

"' + a4h2 0 

P4 ~ Po 
2 

"' -a2h4 + a4h4 

Solving for and rearranging 
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XBL 808-5741 

Node arrangement for potential calculations. 
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Analogously, 

Since 

r/P ,. ., 
2 0 

(}y 

then 

pl 
hl 

p2 
h2 

+ ~ + h p4 
h3 4 

+ 

hi (I + h3) 
hl h2 (1 + h4) 

h2 

Po "" 
hl h2 

1 +- 1 + ~ 
h3 h4 

+ 

h2 (1 + ::) h; (1 + h4) 
h2 

For h1 = h
2 "" h3 "' h4 

Po ""' (Pl + p2 + p3 + P4)/4 
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APPENDIX G 

NUMERICAL DIFFERENTIATION PROCEDURE 

In order to calculate the normal current density at node 0 on the 

electrode surface (Fig. a), the components of the field in the X and 

Y directions must first be calculated. The components can then be pro-

jected onto the line normal to the electrode surface as indicated in 

Eq. (9). An expression for theY-component of the field can be derived 

by expanding the potentials P at node 1 and node 2 in a Taylor series 

about the potential at node 0. One then solves for P which is equal 
y 

to the negtative of the y-component of the electric field. 

where 

h l.S the standard node spacing 

ah is the distance between nodes 0 and 1 

p "" ~~) 0 y 

p . ,zF) 
YY a/ o 

Eliminating P 
YY 

P = P - (1 + a)hP + (l + a)
2
h

2 (-2~) (P - P + ahP) 
3 0 y 2 a 2h 2 1 0 y 
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Fig. a. Node arrangements for numerical differentiation. 
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Solving for P and rearranging gives the desired equation 
y 

For a equal to one, i.e., equal node spacing 

Analogously, in the x~direction 

where Bh is the distance from node 10 to node 0. The method of deter= 

mining the potentials at nodes 5 and 10 is described in Appendix C. 

When the angle e is large, variations in the potential in the 

X=direction cause inaccurac in the Y-direction interpolation. There-

~1 0 
fore, for tan 8 greater than 0.7(8 = 35 ), the X=component of the eld 

is calculated by a different method. In this case two numerical differen-

tiations are performed and the results linearly interpolated. First, 

the potential at nodes 9, 4, and 14 are differentiated then the same 

can be done for potentials 1, 11, and 6. A 1 interpolation in 

the Y-direction gives the result. 
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APPENDIX H 

LAGRANGIAN INTERPOLATION 

The potentials at points not on the grid can be approximated by 

a quadratic Lagrangian interpolation formula. The potential at node 

10 (see appendix B, Fig. a) is given by 

d(d-h ) 
u 

(d-hu)(hd+d) 

p11 huhd 

where 

hd l.S the distance between nodes 11 and 12 

h is the distance between nodes 9 and 11 
u 

d is the distance between nodes 10 and 11 

p5 l.S obtained in an analogous manner. 

+ 
d(hd+d) 

p9 h (hd+h ) 
u u 
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APPENDIX I 

OVERPOTENTIAL CALCULATIONS IN THE BUTLER~VOLMER EQUATION 

The implicit solution of the Butler~Volmer equation for the over~ 

potential is most easily performed by using Newton's method • 

where 

. ( B,.n -B.~n) 
~=~e"'~e­

o 

B 
a 

B 
c 

"' 

,., 

a F 
a 
RT 

a F 
c 
RT 

the function G is defined such that G ~s zero when the overpotential 

at the r th iteration is the solution for a specified current density 

An initial guess must be made for the overpotential. An improved esti-

mate of the overpotential is 

dG (r) 

dn 

This improved estimate is then substituted into the defining equation, 

and the iteration continued until G is less than a specified convergence 

criterion. 
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APPENDIX J 

INITIAL ESTIMATE FOR SURFACE POTENTIAL 

The initial estimate for the surface potential can be calculated 

by solving the corresponding one~dimens problem. Tafel kinetics 

~s assumed to apply, and the concentration overpotential can be 

obtained from Eq. (4). In addition, only the cathode is polarized. 

(1) 

I i I "' I ~K ( v ~ ~ ¢0) I /Y (2) 

(3) 

Substituting Eqs. (1) and (2) into (3) yields 

+ B RT [ - nF ln 1 

where 

VA is the anode potential 

vc is the cathode potential 

B is the Tafel slope (RT/a F) c 

y is the anode~cathode separation 
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I define the function F such that the magnitude of F is less than 

fied convergence criterion and ~ (r) is the solution at the r th 
0 

iteration 

+ B ln 

B 

RT ln 
nF 1 -

RT 

V - cp (r) 
A 0 V + cp (r)) 

A better estimate of ~O is 

cp (r+l) 
0 

A 0 

= cp (r) - F(r) /(dF/d~ )(r) 
0 0 

~ ( r) 
0 

· · · h b · d · h · f F(r) d · Thts esttmate 1s t en su st1tute tnto t e expresston or an 1tera= 

tion continued. An intital guess of ¢
0 

near the anode potential is 

required for computational stability. 
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APPENDIX K 

NODE ARRANGEMENTS FOR POTENTIAL CALCULATIONS 

The method in Appendix A is used to calculate the paten~ 

tial at each node. The node arrangement for each type of calculation 

is illustrated in the following figures. The potential at the node 

indicated by an x is the one to be calculated. In the figures the 1~1 

position is at the left, the J+l above, the I+l to the right,and the 

J-1 below. The open circles represent interpolated values. 
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Node arrangements for potential calculations. 
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ID 

• • 
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Node arrangements for potential calculations (cont). 
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APPENDIX L 

NODE ARRANGEMENT FOR POTENTIAL CALCULATION NEAR SURFACE 

The nodes adjacent to the boundary, where special treatment 1s 

required, are illustrated below. The node where the potential is to 

be calculated is indicated by an x. 
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(a) 

INSULATOR 

(d) 

* ~ 
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I 

• • ' 8LOO< K-1 
I 

BLOCK K ~ BLOCK K+1 I BLOCK K 

(e) (f) 

I 
X ' ~ 

I 

• • • ' INSULATOR BLOCK K I BLOCK K+1 

(h) 

XBL 808-5746 

Node arrangements for calculation of potential near the 

electrode surface. 
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APPENDIX M 

NODE ARRANGMENTS FOR CURRENT CALCULATIONS 

The nodes used in the three point numerical differentiation formula 

(see Appendices B and C) are illustrated below. 
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Node arrangements for current densi calculations. 
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